PREFACE

Inthe curricular structure introduced by this University for students of Post-Graduate
degree programme, the opportunity to pursue Post-Graduate course ina subject is introduced
by this University is equally available to all learners. Instead of being guided by any presumption
about ability level, it would perhaps stand to reason if receptivity of a learner is judged in the
course of the learning process. That would be entirely in keeping with the objectives of open
education which does not believe in artificial differentiation. | am happy to note that the university
has been recently accredited by National Assesment and Accreditation Council of India
(NAAC) with grade “A”.

Keeping this in view, study materials of the Post-Graduate level in different subjects are
being prepared on the basis of a well laid-out syllabus. The course structure combines the
best elements in the approved syllabi of Central and State Universities in respective subjects.
It has been so designed as to be upgradable with the addition of new information as well as
results of fresh thinking and analysis.

The accepted methodology of distance education has been followed in the preparation of
these study materials. Co-operation in every form of experienced scholars is indispensable
for awork of this kind. We, therefore, owe an enormous debt of gratitude to everyone whose
tireless efforts went into the writing, editing, and devising of a proper lay-out of the materials.
Practically speaking, their role amounts to an involvement in 'invisible teaching'. For, whoever
makes use of these study materials would virtually derive the benefit of learning under their
collective care without each being seen by the other.

The more a learner would seriously pursue these study materials the easier it will be for him
or her to reach out to larger horizons of a subject. Care has also been taken to make the
language lucid and presentation attractive so that they may be rated as quality self-learning
materials. If anything remains still obscure or difficult to follow, arrangements are there to
come to terms with them through the counselling sessions regularly available at the network of
study centres set up by the, University.

Needless to add, a great deal of these efforts are still experimental—in fact, pioneering in
certain areas. Naturally, there is every possibility of some lapse or deficiency here and there.
However, these do admit of rectification and further improvement in due course. On the
whole, therefore, these study materials are expected to evoke wider appreciation the more
they receive serious attention of all concerned.

Professor (Dr.) Subha Sankar Sarkar
Vice-Chancellor
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Unit 1 O Measures of Central Tendency

Structure
1.1 Objectives
1.2 Introduction
1.3 Types of Averages
1.3.1 TheArithmatic Mean
1.3.1.1 Arithmatic Mean Computed from grouped data
1.3.1.2 Weighted Mean
1.3.1.3 Properties of Arithmatic Mean
1.3.2 The Median
1.3.2.1 Median for ungrouped data
1.3.2.2 Median for grouped data
1.3.2.3 Quartiles, Deciles and Percentiles
1.3.3 The Mode
1.3.3.1 Mode for ungrouped data
1.3.3.2 Mode for grouped data
1.3.4 Empirical relation between Mean, Median and Mode
1.35 The Geometric Mean
1.3.6 The Harmonic Mean
1.3.7 Relation between Arithmatic, Geometric and Harmonic Mean
1.4 Some Problems and Theorems on Central Tendency
1.5 Summary
1.6 Questions
1.7 References
1.1 Objectives

There are two main objectives of the study of averages
e To get single value that describes the characteristics of the entire group. For

example it is impossible to remember the individual incomes of millions of
income earners in a country. But if the average income is obtained by dividing
the total national income by total population, we get one single value that
represents the entire population. This will aso reflect the standard of living.

7
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e To facilitate comparison : We can compare the percentage results of students
of different schools in the H.S. Exam for 2018 and thereby conclude which
school is the best or we can compare the pass percentage of the same school
for different time periods and thereby conclude as to whether the results are
improving or deteriorating.

1.2 Introduction

One of the most important objectives of statistical analysis is to get one single
value that describes the characteristics of the entire mass of a huge data set. Such
value is termed as the central value or an average or the expected value of the
variable. When we say ‘he is an average student’ we mean he is neither very good nor
very bad— just a mediocre student. But in statistics the term average has a different
meaning.

An average value is a single value within the range of the data that is used to
represent all of the values in the series. Since an average is somewhere within the
range of the data, it is aso called a measure of central value.

1.3 Types of Averages

The following are the mostly used averages.

e Arithmatic mean (i) simple and (ii) weighted
e Median

e Mode

e Geometric mean
e Harmonic mean

1.3.1 The Arithmatic Mean

The arithmatic mean is the most commonly used and readily understood measure of
central tendency. It is defined as being equal to the sum of the numerical values of
each and every observation divided by the total number of observation. Symbolically
it can be represented as

% = IX _ X1 + Xg + Xz + o + X
TN N
Where, Xx indicates the sum of the values of all the observationsand N is the total
number of observations.

If the distribution is discrete, that is, the variate is a whole number, but in the form
of frequency distribution, eg.
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X (Marks) f (No. of Students) fx
10 2 20

15 4 60

20 6 120

25 8 200

30 10 300
Tota 30 700

In such a situation the arithmatic mean (through Direct method)

X = % where, N = xf
_ 700 _
=30 23.33 Marks.
Short cut Method
X f dx = (x —A) fdx
A = Assumed Mean = 20
10 2 -10 —20
15 4 -5 —20
20 6 0 0
25 8 5 40
30 10 10 100
>f =30 >fdx = 100
vl >fdx 100 _ an _ 9a.
X_A+—Zf =20+ 30_20+333—2333

1.3.1.1 Arithmatic mean computed from Grouped Data

When the observations are classified into a frequency distribution, the mid point of
the class interval would be treated as the representative average value of that class.
Therefore, for grouped data, the arithmatic mean is defined as

¥ = 2fx _ Zfx

=5f TN where 2f = N
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Where, x isthe mid point of the various classes, f is the frequency for corresponding
classes and N is the total frequency (N = Xf). In continuous series, the class intervals
are replaced by the mid-points of various classes. The mid values of aclassis obtained
by adding the upper and lower limits of the class and dividing the sum by two. The
mid values of various classes are taken as representatives of the classes and we
assume that the frequencies in each class are centred at mid point. Arithmatic mean
in continuous series with grouped data can be obtained by any of the following
methods (i) Direct method, (ii) Short-cut method, (iii) Step deviation method.

(i) Direct method X = ZE_ffX
(ii) Short cut method X =A +¥

where, A is the assumed mean and
d is the deviation from assumed mean ie. d = (X — A)

(iii) Step Deviation method X = A +¥xc

where, C is the size of the class interval
d:X_A d

“C C
—liix-
> fd =2 (X-A)

fd' = %Zf (X=A) or, zfd=Czfd

Czfd'
=f

Hence X = A +

Example : Direct method to obtain the Arithmatic Mean

Marks : 0-10 1020 20-30 3040 4050 50-60
No. of Students : 5 10 25 30 20 10

10
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Marks Mid Point No. of Students fx
() (f)

0-10 5 5 25
10-20 15 10 150
20-30 25 25 625
3040 35 30 1050
40-50 45 20 900
50-60 55 10 550

N = 100 >fx = 3,300
s Z_fX _ 3300 _
X= N 100 33
Short Cut method to obtain Arithmatic mean
Marks Mid Point No. of Students (X=35) fd
() (f) (d)

0-10 5 5 -30 -150
10-20 15 10 —20 —200
20-30 25 25 -10 —250
3040 35 30 0 0
40-50 45 20 +10 +200
50-60 55 10 +20 +200

N = 100 >fd = — 200

N

X=A+2d_35 200 o5 5_33

100

[Here, the assumed mean is A = 35]

Step deviation method to obtain Arithmatic Mean

11
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Marks | Mid Point | No. of Students (X=35) (X=35)/10| fd'
(x) () d=X-A (d')

0-10 5 5 -30 -3 -15
1020 15 10 -20 -2 -20
20-30 25 25 -10 -1 -25
3040 35 30 0 0 0
40-50 45 20 +10 +1 +20
50-60 55 10 +20 +2 +20

N = 100 >fd' =-20
X = A +%xczss—%xlo=35—2= 33

1.3.1.2 Weighted Mean

One of the limitations of the arithmatic mean is that it gives equal importance to
all the items. But there are cases where the relative importance of the different items
is not the same.

The formula for computing weighted arithmatic mean is
g _ XWX
Xw = W
Where, X, isthe weighted arithmatic mean; X represents the variable valuesi.e.
X Xy v ....Xn; W represents the weights attached to variable valuesi.e. W,, W,,.....,
W, respectively.
(i) Multiply the weights by the variable X and obtain the total WX.
(ii) Divide this total by the sum of the weightsi.e. ZW.

In case of frequency distribution, if f,, f,,....f are the frequencies of the variable
values X, X,,.....X , respectively then the weighted arithmatic mean is given by
_ W (X
g ZW(X)

w >W
In the expanded form it will be

% :Wl(f1X1)+W2(f2X2)+ ..... +W, (f.X,)

w W +W, +...+ W

12
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1.3.1.3 Properties of Arithmatic Mean

1.

The greatest merit of the arithmatic mean isits smplicity— easy to calculate and
easy to understand.

The sum of the deviations of the observations from the arithmatic mean is always
zero

Y (X-X)=0
So arithmatic mean is characterised as a point of balance, i.e., sum of the positive
deviations from mean is equal to the sum of negative deviations from mean.

The sum of the squared deviations of the observations from the mean is minimum
(X - 7()2 is minimum
ie Z(X - >_()2 <Y (X —A)2 will be dways true where A is not the arithmatic

mean.

Since X :% S NX ==X
If we replace each item in the series by the mean, then the sum of these subgtitutions
will be equal to the sum of the individual items.

This property of the arithmatic mean has great practical value. For example
if we know the average wage in a factory, say Rs. 1000 and the number of
workers employed, say 200, we can compute the total wage bill from the equation
NX = 32X - The total wage hill in this case will be 200 x 1000 = 2,00,000/-.

If we have the arithmatic mean and number of items of two groups given to us,
we can compute the combined average of these groups by using the following
formula

. nX; +N,X,
127 4 1~
n, +n,

where, 1> = Combined mean of the two groups

1 arithmatic mean of the first group

X

X, =

X, = arithmatic mean of the second group
n, No. of items in the first group

n, No. of items in the second group.

13
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1.3.2 The Median

The median is that value of the variable which divides the group into two equal parts,
one part comprising all values greater and the other part comprising all values less
than the median. If the number of observationsis odd, then the median is equal to one
of the original observations which is the middle-most. If the number of observations
is even, then the median is the arithmatic mean of the two middle-most observations.

Comparing the AM and Median as aternative measures of central tendency, we
find that the former is the centre of gravity of the set of values and it balances
observations on its left and right in terms of their magnitude, where as the median is
the middle most value and has equal number of observations on both sidesirrespective
of their magnitude.

For example, if the income of 5 employees are Rs. 900, Rs. 950, Rs. 1020, Rs,
1200 and Rs. 1280, the median would be Rs. 1020 as this is the middle most (3rd)
value of the variable.

Suppose, the income series is even for 6 employees : 900, 950, 1020, 1200, 1280
and 1300. So the median here will be the arithmatic mean of the two middle most
numbers i.e., the AM of the 3rd of the 4th values.

_ 1020 +1200 _ 2220
2 2

1.3.2.1 Median for ungrouped data

In ungrouped series, first of al we find the cumulative frequencies and then we have

N+1
2

table. In the cumulative frequency column we have to find that total which is either

Median =1110

to calculate the measure of th item. The value can be easily located from the

equal to NT“Ll or next higher to that and median will be the value of the variable
corresponding to it.
Example : From the following data find the value of Median

Income (Rs.) : 1000 1500 800 2000 2500 1800

No. of Persons : 24 26 16 20 6 30

14
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Income arranged in No. of Cumulative
ascending order Persons frequency

800 16 16
1000 24 40
1500 26 66
1800 30 96
2000 20 116
2500 6 122

Median = Size of T3 %th item = 1221 = 61 5t item size of 61.5th item = 1500.

1.3.2.2 Median for grouped data

First we have to determine the particular class in which the value of median lies. We

use % to find out the median class. Once the median class is ascertained, we use the
following formula to find out the median.

N/ _ cf
Median:|_+—éf X i

Where, L = Lower limit of the median class, i.e. the class in which the middle-
most item of the distribution lies.
c.f. = Cumulative freguency of the class preceding the median class
f = Simple frequency of the median class
i = The class interva of the median class.

Example : Calculate the median for the following grouped data

Marks No. of Students
4550 10
40-45 15
3540 26
30-35 30
25-30 42
20-25 31
15-20 24
10-15 15
5-10 7
15
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Ans. First we have to arrange the data in ascending order.

Marks f cf
5-10 7 7
10-15 15 22
1520 24 46
20-25 31 77
25-30 42 119
30-35 30 149
3540 26 175
40-45 15 190
45-50 10 200

Median = Size of % item = % —100th item

. Median lies in the class 25-30

N/ _cf
Median = L+/2f—><i

Here, L = 25, N/ =100, cf. = 77, f =42 and i =5

10077
42

1.3.2.3 Quartiles, Deciles and percentiles

Median =25+ x5=25+274=2774

The procedure for computing quartiles, deciles and percentiles is the same as that of
the median. While computing these values in discrete cases (ungrouped data) we add
1 to N whereas in continuous cases (grouped data) we do not add 1 to N.

N+1
4

Thus, Q, (first quartile) = Size of th item for ungrouped data.

Q, (firgt quartile) = Size of %th item for grouped data.

3(N+1)
4
16

Q, (3rd quartile) = Size of th item for ungrouped data.
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Q; (3rd quartile) = Size of %th item for grouped data.

4(N+1 .
D, (4th decile) = Size of wth item for ungrouped data.

10
o 4N ., .
D, (4th decile) = Size of ﬁth item for grouped data.
. . N+1 .
Pgo (60th percentile) = Size of %th item for ungrouped data.
N e 60N ., .
Pgo (60th percentile) = Size of Wth item for grouped data.

Example : Calculate the first quartile and 3rd decile of 20th percentile from the
following data.

Mid-point : 25 7.5 12.5 17.5 225
Frequency : 7 18 25 30 20

Ans. : Since we are given the mid-points, we will first find the lower & upper limits
of the various classes. The procedure is to take the difference between the two mid
points and divide it by 2. Now we have to deduct the value so obtained from the mid-
point to get the lower class limit and again to add the value so obtained to the mid
point to obtain the upper class limit.

75-25_5_

2 2 25

Now we deduct 2-5 from the first mid-point 2-5 to get the lower class limit of the
first class. .. 25— 2-5 = 0 isthe lower limit. The upper limit of the first class will
be 2.5 + 2.5 = 5. So the first class is (0-5).

In the given case,

Class boundaries f c.f
0-5 7 7

5-10 18 25
10-15 25 50
15-20 30 80
20-25 20 100

N = 100
17
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First Quartile : Q, = size of 5 th item =220 = 25th item

Q, lies in the class (5-10)

N/ _cf
Q1:L+—Af x|

L:5,'%:25,c.f.:7,f:18andi:5

Q=5+ 251§7><5: 5+5=10 (1st Quartile)

Third decile : D, = = Size of %th item

_ 3x100
10

. D, liesin the class (10-15)

3'\%0‘”

_.n 3N/ _ _ e i
L = 10, AO—SO,c.f.—ZS,f—ZS,l—S

=30 th item

3—L+ X1

D3 =10+222x5-10+1=11 (3rd Desile)
e 20N
20th Percentile : P,, = Size of 700 ~an th item
_ 20x100
=100 = 20th item

. Py lies in the class (5-10)

_ & 20N/ _ e ra
L =5, AOO—ZO,c.f.—Y,f—l&l—S

20-7

x5=5+361=8-61 (20th Percentile)

18
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Graphical determination of Median :

Example : Marks obtained by 100 students in statistics in a college is given below.
Find out the Median and the quartiles.

Marks No. of Students Marks No. of Students
0-5 4 20-25 25
5-10 6 25-30 22
10-15 10 30-35 18
15-20 10 3540 5

First we draw the cumulative frequency curve of ‘lessthan’ type and calculate the
median and the quartiles.

Marks No. of Students (Cumulative fr)
lessthan 5 4
less than 10 10
less than 15 20
less than 20 30
less than 25 55
less than 30 77
less than 35 95
less than 40 100

Median = Size of %th item =100/ _ 50th item
Q, = Sze of N/ th item =100/ = 25th item

Q, = Size of 3N/ thitem = 3-10% — 75th item
Locating Median, Q, and Q, graphically

19
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100

75th item - ————- SN I SRR IS -

50th item —--- - - S S S R

I

|

40 !
|

|

25th item - - --3Q- - L____ 7/ i
20 ! !
I

10 !
I

0 |

I,

Q,or
Median = 24

So, graphically Q; = 17.5, Median = 24 and Q, = 29.5
1.3.3 The Mode

Mode is that value of the variate which has the maximum concentration arround it,
For example the modal shirt sizeisthat which isworn by more persons than any oher
singlesize.

A distribution is said to bc unimodal, bi-modal or multi-modal according asit has
unique mode or two-modes or more than two modes. Suppose, we have to find out
the mode from the following data series of marks :

4,6,5/7,9 8,10, 4,7,6,5 9,8, 7,7
o Array = 4,4,5/5/6,6,7,7,7,7,8,8,9 9, 10
Mode = 7 (frequency = 4 maximum)
1.3.3.1 Mode for ungrouped data
Normally the data series is arranged is an array and then we have to find out which

value of the variate is occuring the maximum number of times. That value is the mode
of the series. Thisis called the method of inspection.

Another method is called the method of grouping. We make 6 columns as per
directions given below.

20

D:\NSOU\DTP\Statistic for Economic-2 (Alok)
Unit-1\ 6th proof\(Demay Submit)



Column | — Write the origina given frequency

Column Il — Sum the frequencies taking two at a time starting from the 1st
frequency of Cal.l.
Column 111 — Sum the freguencies taking two at a time starting from the 2nd

frequency in Col. I.

Column IV — Sum the frequencies taking three at a time starting from the 1st
frequency in Col. I.

Column V — Sum the frequencies taking three at a time starting from the 2nd
frequency in Col. I.

Column VI — Sum the frequencies taking three at a time starting from the 3rd
frequency is Cal. 1.

Height f
in inches I [ [ AV V VI

66
67
68
69
70
71
72

w

et et e et
w
e i i e
()]
(o)

73
74

l—\l—\l—\r\)l—\r\)w@r\)l—\

75
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Analyss Table
Columns Size of items having maximum f
I 68
Il 68, 69
1l 67, 63
A% 66, 67, 68
\Y 67, 68, 69
Vi 68, 69, 70

The item 68 occurs maximum number of times ie. 6 times. Hence Mode = 68

1.3.3.2 Mode for grouped data

Mode for the grouped data can be calculated with the help of the following formula

2 —fg—T,

Where, L isthe lower limit of the modal class

f, is the frequency of the modal class

f, is the frequency of the class preceding the modal class

f, is the frequency of the class succeeding the modal class.

i isthe class interval of the modal class

Graphical location of Mode
The value of the Mode can be determined graphically in a frequency distribution.

Following are the steps for locating mode on graph.
1. Prepare a Histogram of the given data
2. The highest rectangle will indicate the modal class.

3. Draw two straight lines diagonaly in the inside of the modal class rectangle

from top corners of it to the upper corner of the adjacent bar.

4. From the point of intersection of these lines draw a perpendicular on the X-

axis which gives the modal value.

Example : Find the Mode from the following frequency distribution.
Weekly wages (in Rs)) : 10-15 1520 20-25 25-30 3040 40-60 60-80

No. of workers :

19 27 15 12

22
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Ans.  Rearrange the frequency distribution

020 26
2040 54
4060 12
60-80 8

_ f1 B fO H
o H T -7
. 54 - 26
=20+ 108-26-12 %
=20+8=28
Graphically ()
55 |
50 -
40 |- ,
]
|
30 - |
|
|
20 |+ |
|
|
10 - |
|
0 !
2028 40 60 80

Graphically the Mode is 28

23
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1.3.4 Empirical relation between Mean, Median and Mode

A distribution in which the values of mean, median and mode coincide (i.e, mean =
median = mode) is known as a symmetrical distribution. Conversely, when the values
of mean, median and mode are not equal, the distribution is known as asymmetrical
or skewed. In moderately skewed distributions a very important relationship exists
between mean, median and mode. In such distributions the distance between the mean
and the median is about one-third the distance between the mean and the mode as will
be clear from the diagram below.

Peak ——»
\ &—Divides the area

into two halves

Centre of Gravity

X

Mo Me X

Karl Person has expressed this relationship as follows
Mode = Mean — 3 [Mean — Median]
Mode = 3 Median — 2 Mean

and Median = Mode + % [Mean — Mode]

If we know any of the two values out of the three, we can compute the third from
these relationships.

1.3.5 The Geometric Mean

The geometric mean like the arithmatic mean is a calculated average. The geometric
mean GM of a series of numbers x,, X,,....., X_ is defined as

or the nth root of the product of n observations. When the number of observation
is three or more, the task of computation becomes quite tedious. A transformation

24
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into logarithm is useful to smplify calculations. If we take log of both sides, then the
formula for GM becomes

logGM = %(Iog X; +10gX, +.....+logx)

) Y logx
GM = Antilog| =,

For grouped data, the geometric mean is calculated with the following formula

) >f logx
GM = Antilog n where n = Zf

Geometric mean is specially useful in the construction of index numbers. This
average is also useful in measuring the growth of population. GM is very helpful in
averaging rates and percentages. However GM cannot be computed if any observation
has either a value zero or negative.

Since the population increases according to compound rate, one may also obtain
the average growth rate by using the compound interest formula.

P, =Py (1+r)"

Where, P, = Population in the begining of the period.
P, = Population at the end of the period
r = Compound rate of growth
n = no. of periods.

1.3.6 The Harmonic Mean

The Harmonic mean is a measure of central tendency for data expressed as rates
such as kilometers per hour, tonnes per day, km per litre etc. The harmonic mean is
defined as the reciprocal of the arithmatic mean of the reciprocals of the individual
observations. If X, X,, ..... , X are n boservations, then harmonic mean can be
calculated using the following formula

n n
HM = _
i+i+ ..... +i Z(l)
X, X, X, X
For grouped data, HM = —1_ where n = =f
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The Harmonic mean is useful for computing the average rate of increase of profits,
or average speed at which a journey has been performed, or the average price at
which an article has been sold. The HM is Computed from each and every observation.
It isspecially useful for averaging rates. However, HM cannot be computed when one
or more observations have zero values, and when there are positive and negative
observations. In dealing with business problems HM is rarely used.

Example : Find the GM and HM of the following distribution

X f f Log x f/x
3 2 0.9542 0.6667
4 5 3.0105 1.2500
5 9 6.2910 1.8000
6 14 10.8948 2.3333
7 15 12.6765 2.1428
8 8 7.2248 1.0000
9 6 5.7252 0.6667
10 3 3.0000 0.3000
11 1 1.0414 0.0909
Total 63 50.8184 10.2504

GM = antilog % = 6.406

L1020 _ 01627
HM = 6.146
1.3.7Relation among AM, GM and HM
In any distribution when the original items differ in size the value of AM, GM and
HM would aso differ and will be related as follows :
AM > GM > HM

i.e, arithmatic mean is greater than geometric mean and geometric mean is greater
than harmonic mean. The equality Sign holds only if al the numbers x,, x,, ....., X
areidentical.

Suppose, a and b are two positive quantities such that a= b.
Then AM, GM and HM of these two quantities are
26
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AM:a; . GM=+axb and HM -2 ___2a

We have to prove that, AM > GM > HM.
We know that the square of any real quantity is non-negative

Hence, (\@ - \/5)2 >

o, a+b-2J/ab >0

o, a+b>2Jab
or, a;bz Do Q
M>GM forn=2 ... (2

Now multiplying both sides of (1) by

a+hb zJ_>J—2J_

2 “a+b 'a+b
2ab
or, ab >
Jab (a+b)
o, GM = HM .....cccceevnennnne. 3

Now combining (2) and (3) we may write

AM = GM = HM
The equality sign will hold when two observations are equal or same.
Multiplying AM and HM we get,

AM xHM

_a+b_ 2ab _a _
=72 “a+b Where, AM = 2 a+b

(V)"
(aM)°

AMxHM = (GM )
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1.4 Some Problems / Theorems on Central Tendency

Problem : Find the AM, GM and HM of a, ar, ar?,....ar™! Also check that
AM.xH.M.=GM2

Solution : Letx : a ar, ar?, ....., a™?

n r—1
g-a l=1"
oh X=1"1-¢
GM —(a.ar.ar2 ........ ar”‘l)”
1
1 (n-2)n \n n-1
:(a“.r1+2+ ----- +(“—1))” =la".r 2 =ar 2 (Ans)
n
HM. =
i,1. 1 .41
a a ar-Z ar-n—l
3 n
1o pn=24  +r+1
a1
n.ar"1 n.ar"1
Cltr 4. +r”‘2+r”‘1_1(r”—1)
r-1
n.a"(r-1)
= O (Ans))

a(r“ —1) nar"1(r-1)

n(r-1) 8 (rn _1)

Now, AM. x HM. =

n-1

2
— g2rn-1 (arT) =GM? (Proved)

Therem 2 : Relation maong AM, GM and HM is given by : AM > GM > HM
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Relation (1) : For two observations only, é—m = %
or, GM2 =AM x HM

o, GM =+AM xHM i.e. for two observations, GM is the GM of
AM & HM.

Proof : Let there be two observations, x, and X,

X X, B 3 2 B 2X1X 5
AM =———=, GM = X1X2’HM_i+i_x1+x2
X1 Xg
X F Xy 2% Xy 3 2 5
Now, AM x HM = =15 g = XX, = (X3 )" = GM

o, GM=+AM xHM .

Thus, for two observations only, GM is the geometric mean of AM and HM.
Relation (2) : For any number of observations, n, AM > GM > HM

Proof : We know, (\/71 - \/TZ)Z >0

X, + X
or, Xy +X,=2/XX, o 12 2> [XX, or, AM >GM forn=2

Similarly, 23~

X
> 4> X%,

X4 + X
Now, taking two quantltl&sJ d |22 3 4

X1+ Xy  Xg+Xy

+
2 2 > X1+X2 X3+X4
We have, 5 _\/( 5 5

Xg+ X5+ X+ X
- 1T Xp X3+ Xy
From our previous result, 3 =NNEEANEES

Xq 4+ X, + Xg 4 X _
or, =S 2 XX, e, AM2GM forn=4
29
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In general, AM > GM for N = 2¢ values. But we have to prove the relation for
any value of n.

Let us suppose, ok-1 . < 2k
We consider 2¥ (= N) values of x. Among them, n observations are x;, X, ...... ,
x., and the remaining (N — n) observations are all requal to A.

Xy + Xyt + X
n

Let A = n — AM of n values.

X{+Xo 4ot X, +A+A+ L (N—n)terms

Now, AM of N vaues = N

nA+(N—n)A_ NA
N N

A

1

GM of N values =[x, X,. ...Xy AA.....(N —n)terms]% =[GMM . AMN- [N

n

1
Since AM > GM for N = 2K vaues, so, AM > [GMnAMN—n]W

Raising both sides to the power N,

AMN > GMPAMN-N of, AMN > GM" Of, AM > GM -.eeeceee. (1)
Let us consider the relation GM > HM . To prove this, we consider the values

11 1
G R
X_+Xi+ ..... '|'Xl
AM of these n values = ~1__ "2 n__1
n HM
1
n
GMofthasenvaluas:ii ..... 1 = 1 1
X1 Xo o Xy 1 GM
(XyX g X))

We have already proved, AM > GM -

1 1
SO,WZG—M,or, GM > HM e (2
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Combining (1) & (2) we have, AM > GM > HM
The equality sign will hold when all observations are same, say, equal to K.

K+K+...nterms _nK _

Then AM = K
n n
1 1
GM = (KK.....n tams)" = (K")" =K
HM = T n :%:K
K'FK'F ..... n terms K

Thus, AM = GM = HM if all observations are same.
Therem 3 : For any set of observations, mean absolute deviation about median is

minimum, i.e. %Z|xi — Al= minimum if A = median.

Proof : %Z|Xi —A| isminimum if Y|x; —A| = minimum.
L et us arrange the given observations x,, X,, ...., X, inincreasing order of magnitude
D Xy Xy ey X0 ThUS, X, X, .., XIS ONly a different arrangement of the same
observations. So. Y |x; —A|=>|x; - A|
Now, When n is odd, say, n = 2K + 1, we have
n 2K +1
Ylxi —Al= X X —A] =X = A+ X, - Al + X - A
i=1 i=1
+|XK+1_A|+ ..... +|X2K_A|+|X2K+1_A|
Now we make pairs taking the first term and the last term, the second term and
the last but one term and so on. Thefirst pair [X;, — A|+ X ., — A| hasthe minimum
value if A lies between x, and x,, ,,. So with the other pairs. As the number of terms

is 2, ,,, therewill bek pairs and aremaining term |x,; — A|. This has the minimum

value zero only when A = x, ... But by definition, x,.,, is median as it occupies the
middlemost position in the ordered series X;, X,,....., X ,4- S0, A = median. Thus,

n
> |X; = A = minimum if A = median. This holds when n = odd.
i-1
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When n is even, say, n = 2K,

+|XK+1_A|+ ..... +|X2K—1_A|+|X2K _A|
Again we make pairs in the same way. We first take (K-1) pairsi.e., 2K-2 terms.
There will be two middle most terms [Xy —A| and Xy, — Al

Now, |y —A|+ Xy —A| isminimum of A lies between two middle-most values

XK+X

X, and X,,,. If wetake A = 5 K+1 then also the RHSis minimum. But then,

K+1*

n

A is, by definition, median. Hence our theorem is proved i.e., Z|Xi —A| = minimum
i=1

if A =median.

Theorem (4) : S=f +(fx +fc_1)+(fx +fxa+fx_2)

wheref,, f,,....., f, arethe class frequencies, then AM = Xx; + hS where x; = mid-

N
point of the first class, h = class interval, N = total frequency.
Proof :
. . X —Xq
Mid-paint | Class fr cf. (>) y=—r fy
Xy f, Fo=f +f,+... +f, 0 0
) f, F,=f,+f,+ .. + f, 1 f,
Xq fs Fo=f,+f, +.. + f, 2 2f,
K-1 frs Fea = g + 1 (K-2) (K=2)fy 4
Xy fi Fo=f (K-1) (K-Df
Total >f =N — — >fy
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Sfy =f, + 25+ 3, +....+ (K- 2)f  _; + (k-1)f
=(fy+fg ot fi)+(fa+fa+otf )+t (f g+ ) +f =S

Now, we know that if y ==L, then i:x1+h37:x1+hzwfy

X =X, + hWS [Proved]
Theorem (5) : For the variable x taking the values 1, 2,....., k with the frequencies
k
£y, fpreeenns f respectively, then X = 3P where F, is the cumulative frequency of
i=1
greater than type and N is the total frequency.
Proof : We construct the frequency table to calculate X.

Ifx =f, + 2, +...+ (K-Df _, +KFf,

i=1
X f ct. (®) X
1 f, |F=f +f,+... +f | f,
2 f, |F,=f+f+.. +f |2,
3 fg |Fa=fy+f,+... + f, | 3f,
K-1| f, [Fey = fog + T (K-D)f 4
K fo |F¢ =Ty Kf,
>f =N — Zfx
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Theorem (6) : If M be the mode of a variable x and if y = a + bx, then prove that
mode of y (=My) = a + bM.

d1
Proof : Mode of X =M = I1+m><w
where |, = lower boundary of the modal class of x
w = width of the modal class of x.
d, =f, —f_, = fr of the moda class — fr. of the previous class.
d, = f, —f,, = fr of the modal class — fr. of the next class.
Now, we have the relation, y = a + bx.
So, lower boundary of the modal class of y = a+ bl;
and upper boundary of the modal class of y = a+ bl,
So, width of the modal classof y =a+ bl, —a—bl, =b(l, —1,) = bw.
Again, d; & d, will remain unchanged.

d

— — 1
So, mode of y =M, =(a+ b|1)+—dl+d2><bw

=a+ b{ll+LxW} =a+bM [Proved]
d, +d,

The same argument will hold in the case of median also.

Thus, median of y =(a+bl)+ £— x bw
m
N/ _F
a+b{l1+ /f2 xw}a+ bM,
m

Thus, Mey =a+ bMeX

Sum : The AM, GM and HM of 3 observations are 4, 3.63 and 3.27 respectively.
What are the observations?
Solution : Let the three observations be x, y & z

SO, x+y+z=3%x4=12 . XxX+y=12-z7 ....... D

Again, HM =~ 3

X y z

=327
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or, 1,1,1__3 ; o, yz+zxX+xy 3 . (2
Xy z 327 Xyz 327
. 1
Again, GMm =(xyz)§=3-63 xyz:(3-63)3';-’48
_8 3
=2 .03
48
12-7z)z+—
From (1), (2) and (3), (X+V)Z+Xy:( )27 __3
Xyz 48 327
o, 12z2-722+8_Bx3_ 4

z 327
or, 1272 - 73 +48=44z
or, z3-1272+447-48=0

or, 7z3-272-10z%2+20z+24z-48=0

or, 2z?(z-2)-10z(z-2)+24(z-2)=0
o, (z-2)(z2-10z+24)=0

o, (z-2)(z-4)(z-6)=0

z=2,4,6, Thenx=6,2, 4andy = 4, 6, 2
So, the observations are 2, 4 & 6.

1.5 Summary

At this stage it must be clear that no one average can be regarded as best for all
circumstances.

If the data is badly skewed arithmatic mean should be avoided.

If the data is gappy around the middle, median should not be used.

If the class interval is unequal, mode should be avoided as a measure of central
tendency. If we want to compare consumer preferences for different kinds of products

or different kinds of advertising we can compare the modal preferences expressed by
different groups of people.

Geometric mean is useful in averaging ratios and percentages and in computing
average rates of increase or decrease.

Harmonic mean is useful in computing the average rate of increase in profits of a
concern or average speed at which ajourney has been performed or the average price
at which an article has been sold.
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1.6 Questions

1. What are the properties of arithmatic mean?

2. Compare the arithmatic mean, median, mode, geometric mean and Harmonic
mean as a measure of central tendency.

3. How AM, GM and HM are related?

4. Write short note on quartiles, Deciles and percentiles.

5. Determine the mean, the median and the mode from the following figures :
25, 15, 23, 40, 27, 25, 23, 25 and 20

6. From the table find out the median and Quartiles.
Size : 11-15 16-20 21-25 26-30 31-35 3640 41-45 46-50
Frequency : 7 10 13 26 35 22 11 5

A. Select the correct Answer

(1) For amoderately asymmetic distribution the mean and median are respectively
24.5 and 24.3. The mode is equa to—

(& 24.3 (b) 24.1 (c) 239 (d) 24.2
() TheHM of 7vaues1 22,22, % and T is

(a) 0.25 (b) 4 (c) 3.8 (d) None of these
(i) Which one of the following is not a measure of location?

() mean (b) range (c) mode (d) median
(iv)  If 2x = 7y be the relation between the variablesx and y and GM of y is 1, then

GM of X is—

@ 3 (b) 3.5 (o) 7 (d) None of these
(v) TheAM of 1, 3, 5,....., 29 is equal to

(@ 15 (b) 21 (c) 24 (d) 7.5

(vi)  The marks of 5 students in a test in statistics are 10, 8, 68, 12 and 15. A
suitable average of these marks is

() mean (b) median (c) mode (d) none of these
(vii) If the relation between two variables x and y be 5x + 7y = 28 and median of
y be 3, then the median of x is

36

D:\NSOU\DTP\Statistic for Economic-2 (Alok)
Unit-1\ 6th proof\(Demay Submit)



(viii)

(ix)

(x)

(xi)

(xii)

@ 3 (b) —2.4 (©) 4.2 (d) 1.4
The AM of 1, 2, 22,....2% is

(a) 102.4 (b) 102.3 (c) 1024 (d) 1023
Mode depends on change of—

(a) origin (b) scale

(c) both origin and scale (d) neither origin nor scale

A train ran at x km per hour from A to B and returned from B to A at y km
per hour. The average speed (in km per hour) is

@ X;y (b) Jxy ©) Xziyy (d) None of these

The weighted HM of first 11 natural numbers whose weights are equal to the
corresponding numbers is

(@ 11 (b) 12 (© 3 (d) 6
The GM of the observations 2, 4, 8, 32 and 16 is
@ 4 (b) 8 (c) 32 (d) none of these

B. Fill in the blanks :

(i)

(i)
(iii)
(iv)
V)
(vi)
(vii)

(viii)

The AM of aset of 10 values is 5. If 2 is added to each value, the new AM
of these 10 values is

The GM of the values 17, 8, O, 5, 3 is :
quartile is meadian.

In a bimodal distribution
In usual symbols, M, = 3 Med—a X, wherea= — .
The AM of first n natural numbers is :

The abscissa of the point of intersection of less-than and more-than ogives
gives the

modes are available.

There are

deciles and — percentiles.
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Unit 2 O Measures of Dispersion

Structure

2.1 Objectives

2.2 Introduction

2.3 Various measures of dispersion

2.3.1 The Range

2.3.2 Quartile Deviation or Semi-inter quartile Range
2.3.3 Average or Mean Deviation

2.3.4 Standard Deviation

2.3.5 The co-efficient of variation

2.3.6 The Lorenz Curve

2.4 Some Problems and Theorems on Dispersion

25 Summary

2.6 Questions

2.7 References

2.1 Objectives

The objectives of studying dispersion are the following :

(i) Measuring the variability determines the reliability of an average by pointing
out as to how far an average is representative of the entire data.

(i)  Another objective of measuring variability is to determine the nature and cause
of variation in order to control the variation itself.

(ii) Measures of variation enable comparison of two or more distributions with
regard to their variability.

(iv) Measuring variability is of great importance to advanced statistical anadysis. For
example, sampling or statistical inference is essentially a problem in measuring
variability.

A good measure of variation should possess, asfar as possible, the same properties
as those of a good measure of central tendency. The following are the main
properties—

() It should be easy to understand
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(i) 1t should be smple to compute.

(iif) 1t should be based on all observations.

(iv) It should be uniquely defined.

(v) It should be capable of further algebraic treatment
(vi) It should not be unduly affected by extreme values.

2.2 Introduction

Let us consider the marks of two groups of students
Group A 57 | 58 62 | 63 | 64 64 | 65 | 66 70 | 71
Group B 5 32 50 | 55 | 60 68 | 80 [ 90 | 100 | 100

Here the mean marks for both the groups A and B is the same, that is 64. Also
the median for both the groups is the same that is 64. Yet the marks of the Students
in the two groups are quite different in the sense that the marks in group B are very
much scattered from the mean marks. Thus a measure of central tendency alone is
not sufficient to give a complete idea of the distribution and therefore to draw valid
conclusions from the distribution we need some additional measures. One such measure
is Dispersion. Dispersion literally means scatteredness. The study of dispersion enables
us to know whether the distribution is homogeneous (as the marks in group A) or
the distribution is non-homogeneous (as the marks in group B).

A measure of dispersion (or variation) describes the spread or scattering of the
individual values around the central value. To illustrate the concept of variation, let
us consider the data given below in five different series :

A B C D E
50 0 20 60 55
50 100 80 40 45

Since average for seriesA, B, C, D and E is the same, we are likely to conclude
on the basis of the value of arithmatic average, that the distribution pattern of marks
in al the series is the same. But a closer inspection reveals that the degree of
variation is zero in series A, and the degree of variation is very high in series B. In
series D the variation is comparatively low and in seriesE it is still lower. Therefore,
different sets of data may have the same measure of central tendency but differ
greatly in terms of variation. So the knowledge of central value is not enough to
appreciate the nature of distribution of values. Hence a measure of variation (or
dispersion) is absolutely necessary.
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2.3 Various Measures of Dispersion

Following are the well known measures of variation which provide a numerical
index of the variability of the given data.

1. Range

2. Average or Mean Deviation

3. Quartile Deviation or Semi-Interquartile Range

4. Standard Deviation

5. Lorenz curve.

Absolute and Relative Measures of Variation

Measures of variation may be either absolute or relative, Measures of absolute variation
are expressed in terms of original data. In case two sets of data are expressed in
different units of measurement, then the absolute measures of variation are not
comparable. In such cases, measures of relative variation should be used.

A measure of relative variation is the ratio of a measure of absolute variation to
an appropriate average. It is a numerical co-efficient free of unit. It should be noted
that while computing the relative variation, the average used as base should be the
same one from which the absol ute deviations were measured. This meansthat arithmatic
mean should be used with the standard deviation and either the arithmatic mean or
median with the mean deviation.

2.3.1 The Range
The difference between the highest and the lowest value of the variate is called the
range of the distribution. In symbols this may be indicated as
R=H-L
where, R = The Range, H = Highest value and L = Lowest value
The five series referred earlier

A B C D E
50 0 20 60 55
50 100 80 40 45

Calculation of Range

Group A Range =50 - 50 =0
Group B Range = 100 — 0 = 100
Group C Range = 80 — 20 = 60
Group D Range = 60 — 40 = 20
Group E Range = 55 - 45 = 10
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The range is very easy to calculate and it gives some idea about the variability
of the data. Hence it is one of the ssimplest measures of variability. However, the
range is a crude measure of variation, since it uses only two extreme values, which
are subject to chance fluctuations. Hence it isnot a very reliable measure of dispersion.
However, the concept of range is extensively used in statistical quality control. Range
is helpful in studying the variations in the prices of shares and debentures and other
commodities that are very sensitive to price changes from one period to another. For
meteorological departments, the range is a good indicator for weather forcast.

For grouped data, the range may be approximated as the difference between the
upper limit of the largest class and the lower limit of the smallest class. The relative
measure corresponding to range (known as co-efficient of range) is obtained by
applying the following formula

H-L

Co-efficient of Range = ALl

In fact, range is a crude mesure of variability and should be used carefully only
where that data are fairly continuous and not irregular.

Calculation of the co-efficient of range

Class Interval f
3040 12
40-50 18
50-60 20
60—70 19
70-80 13
80-90 8

Range=H -L =90-30 =60

H-L _90-30_ 60 _1_q¢
H+L 90+30 120 2

2.3.2 Quartile Deviation or Semi-Interquartile Range

Co-efficient of range =

Another measure of dispersion which is fairly commonly used is called the Quartile
Deviation. As the name suggests the quartile deviation is measured in terms of the
quartiles of a given distribution. We know that the median of the distribution divides
the total number of values into two equal haves. The median is that value of the
variable which is right in the middle in the sense that the number of values less than
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the median is equal to the number greater than the median. Similarly the quartiles
of a distribution divide the distribution of values into four equal parts. Three points
divide the series into four equal parts and these points are Q,, Q, and Q,. 25% of
the total number of values will be lessthan Q,, 25% will lie between Q, and Q,, 25%
will be between Q, and Q, and 25% will lie above Q,. 50% of values are less than
Q, (median) and 50% are greater than Q, (median). Q; and Q, are called lower and
upper quartiles. It means 50% of the total number of vaues lie betwen Q, and Q..
(Q; — Q,) is known as ‘Inter Quartile Range'.
Q-Q _

Quartile Deviation (QD) = —5 = Semi—Interquartile Range

Although this measure avoids the effect of extreme values, it is not based on all
the values in a series. It may be pointed out that in a symmetrical distribution, the
value of the median lies midway between the two quartiles. Therefore, the lower and
the upper quartiles should lie within quartile deviation distance from the median or
is other words Median + (Quartile Deviation) should equal Q, and Q,. If however,
a series is non-symmetrical as it is generally true of most economic series + (QD)
distance from the median would not give us the value of the two quartiles. However,
we may expect to cover approximately 50% items, unless the skewness is very high.

Quartile Deviation is definitely a better measure of variation than the range, but
still it does not take into account all the observations. So it cannot be regarded as a
very reliable measure of dispersion.

Relative measure known as

. . Q-9
Co-efficient of Quartile Deviation Q,+Q

Quartile deviation is based on 50% observations, while range is based on two
extreme values. Another advantage of quartile deviation is that it is the only mesure
of variability which can be used for open-end distribution. The disadvantage of quartile
deviation is that it ignores the first and the last 25% observations.

Example : Calculation of the co-efficient of Q.D.

Marks : 11-15 16-20 21-25 26-30 31-35 3640 41-45 46-50
No. of students : 7 10 13 26 35 22 11 5
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Series made exclusive :

Marks No. of Students | Cummulative
() Fequency

10-5-15-5 7 7

15-5-20-5 10 17
20:5-25-5 13 30
(25-5-30-5) 26 56
30-5-355 35 91
35:540:5 22 113
40-5-45-5 11 124
45-5-50-5 5 129

Q, = Measure of =%th item

= 32-:25th item which lies in the class (255 — 30-5)

s, (3225-30)
YT

2:25x5
26

oo, 1125
—255+—26

=255+ 0432 = 259

X

=255+

Q; = Measure of 3TNth item

= 96.75 which lies in the class (35.5 — 40.5)

_aere, 9675-91
=35 5+—22 x5

575x5

=355+ >
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2875
22

=355+ 13 =368

=355+

_Q3-Q; 368-259_ 109 .
QD =—=5—== 5 ==5-=545

. Q;-Q 368-259 109
Co-efficient of Q.D.= Q,+Q, 3681250 627 0174

2.3.3 Average or Mean Deviation

The mean deviation is an improvement over Range and Quartile Deviation, because,
it considers all observationsin the given set of data. This measure is computed as the
mean of deviations from arthmatic mean or median.

All the deviations are treated as positive regardless of sign. If X, X,, ....., X
denote the values of the variate X, then Average or Mean Deviation is

> |Xi - X| or > |X; — Median
n

AD = . It is aso called Mean absolute

Deviation (MAD)

Theoretically speaking, there is an advantage in taking the deviations from median
because the sum of the absulute deviations (ignoring positive and negative signs) from
median is minimum. However, in actua practice arithmatic mean is more popularly
used in the computation of mean deviation.

For grouped data, the formula to be used is

flx. =X fIX, - X
Average Deviation (AD) = 2 ‘Zlf ‘ - 2 ‘ NI ‘

where N = Xf.

Property of Average Deviation

Average Deviation from the median is less than that measured from any other
value.

L et the variate be arranged in ascending order of magnitude. Let X be any arbitrary
number.

Let us assume that m values of the variate X, X,,....X_ are less than X and the
next n values of the variate X X X . are greater than X.

m+1’ m+21°°" m+n

Let S be the sum of the absolute deviations of the variate from X.
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m m+n
o, S=Y(X-Xj)+ X (X;-X)
i=1 i=m+1
@:(1+1+ ......... +1 mterms)— (1+1+......... +1, n terms)
oX
=m-n
. 35 i< neqative |
C xS negative if m < n
oS . .
X 'S positive if m > n
oS . . B
X iszeroif m=n

So we may say S is minimum when m = n

. X isthe median because it is the middle most vlaue of the variate (.- m = n),
while arranged in ascending or descending order of magnitude.

. The sum of the absolute deviations from the median will be the least.

The relative measure corresponding to the average deviation is called the co-
efficient of average deviation. It is obtained by dividing average deviation by the
particular average used in computing the average deviation. Thus if the average
deviation has been computed from median, the co-efficient of average deviation shall
be obtained by dividing the average deviation by the median.

AD AD

Co-efficient of A.D. = Median or, Mean

If one desires to measure and compare the variability among several sets of data,
the average deviation may be used.
Example : Calculation of Mean Deviation
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Height (in inches) No. of Students cf [ d| fld]
58 15 15 3 45
59 20 35 2 40
60 32 67 1 32
61 35 102 0 0
62 33 135 1 33
63 22 157 2 44
64 20 177 3 60
65 10 187 4 40
66 8 195 5 40

334

Where, | d | is the absolute value of the deviation from Median.

Median = Measure of I\I—Jrlth item

2
= Measure of 1952+1th item
_ 1%, .
== th item
= 98th item
= 61 inches

- Zf|d| 334 _ .
Mean Deviation = N - 198 1-71 inches.
2.3.4 Standard Deviation

Standard Deviation satisfies most of the properties of a good measure of dispersion.
It is aso known as root-mean-square-deviation for the reason that it is the square root
of the mean of the squared deviation from the arithmatic mean.

If X isthe variate, X is the mean the standard deviation (o) is

c= %Z(Xi—i)z :
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For frequency data, © = \/%Zfi (X —>_()2
where, N = Xf,

The square of the standard deviation is called the variancei.e, 2 = lZ(Xi - y)z
n

or, for frequency data, o2 = %Zfi (X - >_()2

Methods to calculate Standard Deviation
(i) Direct Method :
For simple series,

n
1 2 <2 xZ 2 o2
== (x|—27x|+x ): 2X2 + X
2
X2 <2 2_)(,2_ X
n n n

For frequency data :

o= &2 (% - %)’

1 < L% 1 2X w2 2
:\/NZfi(X?—ZXiX+X2) :\/szixiZ—szixi +X2'W'

_ Jisixzoox.X+x2 = [Lyixz_x2
N 1771 N PN

:\/ﬁzfixf—(%zfixi)z

Short cut Method
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Sfd2  (zfd, _
C = - where, d, = X —A; A being the assumed mean

>f >f
12 1 \2
| Zfd Zfd;,
or, 9=\ 7%f | =f
where, d; :u:di—x

i
i being the class interval.

Example : Calculation of Standard Deviation

Marks No. of Students
More than 0 100
More than 10 90
More than 20 75 Given the data we have to
More than 30 50 Calculate Standard Deviation
More than 40 25
More than 50 25
More than 60 5
More than 70 0
Class Interval | Mid Value (m) f dx d'x fd'x | fd'x2
0-10 5 10 -30 -3 -30 | +90
10-20 15 15 —20 —2 -30 | +60
20-30 25 25 -10 -1 25 | +25
3040 35 25 0 0 0 0
40-50 45 0 10 1 0 0
50-60 55 20 20 2 40 80
60—70 65 5 30 3 15 45
100 -30 300

Assumed Mean = 35 and class interval (i) = 10
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m-35
10

|xfd? (3fd in
S A N N
300 (-30\?

= W_(W) x 10

=4/3-009%x10 =/291x10 =17x10=17

Example : A collar manufacturer is considering the production of a new style of
collars to attract young men. The following statistics of neck circumferences are
available based on measurements of a typical group.

Mid value (inches) : 125 130 135 140 145 150 155 160 165
No. of students : 4 19 30 63 66 29 18 1 1

dx = m — 35; dj =  fd) 2 = fd) d,

Compute the standard Deviation and use the criteria X + 30 to obtain the largest
and smallest size of collar he should make in order to meet the need of practically all
his customers having in mind that collars are worn on an average % inches larger than
neck size.

Assumed Mean = 14.5

X f d, fd, fd, 2
12:5 4 -2 8 | 1600
13.0 19 -15 | -285 | 4275
135 30 -10 | =300 | 3000
14.0 63 05 | 315 | 1575
14.5 66 0 0 0-00
15:0 29 05 14.5 7.25
155 18 1.0 180 | 1800
16:0 1 15 15 225
165 1 2.0 2.0 400

231 —62:0 | 136:00
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D:\NSOU\DTP\Statistic for Economic-2 (Alok)
Unit-2\ 6th proof\(Demay Submit)



o Zfdx_ 62 B
X=A+ N —145+m—145—0268 = 14.232

[=fd2 (fd, )
S "y N | N
_ @_(—_62)2
231 231

-./0517 =072
Biggest sze - X + 3o

= 14232 + 3 x 0-72

= 14-232 + 2-16

= 16-392
Smalestsize - X — 35

= 14232 - 3 x 0-72

= 14-.232 — 2:16

= 12072

3//

4

.. Smalleg Collar = 12:072 + 0-75 = 12:82
Biggest Collar = 16-392 + 0-75 = 17-14

Combined Standard Deviation :

It is passible to calculate the combined standard deviation of two or more groups.
Combined standard deviation for two groups is denoted by c,, and is computed as
follows :

Larger

o \/ N;of + Npo + Nyd? + N,d3
12 N, + N,
Where, o, = Standard deviation of the first group
c, = Standard deviation of the second group

1:)_<1_X12
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Example : Given the particulars of the distribution of the weight of boys and girls
in a class find the standard deviation of the combined data :

Boys Girls
Number 100 50
Mean weight 60 kg 45 kg
Variance 9 4

Ans : For finding combined standard deviation, we have to calculate the combined
mean first.

g - N X, + N,X,
12 N; +N,
100(60) +50(45) _ 6000+ 2250 _
= =———=—""—-=55
100 + 50 150
Given data: N, = 100, 012 =9, N, = 50, 022 = 4,
dy =[X, - X;,|= 60 - 55 =5
d, =|X, = Xp,| =|45-55/=10
Substituting these values in

N.c2 + N,o2 + N.d? + N.d?
CombinedSD:c;lZ:\/ 171 2N2+N11 202
17 N2

B \/ 100(9) + 50(4) +100(5)° + 50(10)°
- 150

_ [/900+200+2500+5000 _ (8600 _ 7.57
150 150
Distribution of the variate values in terms of mean and standard deviation in a

frequency distribution which is normal.

68.27%

<— Normal distribution

I
|
|
l
|
95.45% !
|
|
|
|
I

2 99.73%
(X -30) (X-26) (X-10) X (X +10) (

52

»
L |

+ 20) (X + 30)

i
[
|
:

L

X
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The standard deviation enables us to determine, with a great deal of accuracy,
where the values of the variate of anorma frequency distribution are located. According
to Tchebycheff’s theorem, for a symmetrical distribution, the following relationship
will hold good.

(i) 68.27% of the total values of the variate will lie within (X +1o)
(i) 95.45% of the total values of the variate will lie within (X + 2c)

(iii) 99.73% of the total values of the variate will lie within (X +3c)

Relation between Measures of Dispersion

In anormal distribution there isafixed relationship between the three most commonly
used measures of dispersion. Quartile deviation is smallest, the mean deviation is next
and the standard deviation is largest, in the following propertions :

_ 2 _3
QD = —30 or, o= > QD
_4 _5
M.D——Sc or, G——4M.D

Example : The mean and standard Deviation of normal distribution are 60 and 5
respectively.

Find the quartile Deviation and Mean Deviation of the distribution. Also find the
inter-quartile range.

Ans. Given X —gp and o =5

_4 _4 _
M.D——SG——5 5=4

22 10
QD——?’G——3 5——3

_Q3-Q; 10
QD= 2 3

o, Q-Q=2-667
(Q; — Q) is the inter-quartile range where as

Q3 -Q
Q.D(: 32 1] is the semi-inter-quartile range.

53

D:\NSOU\DTP\Statistic for Economic-2 (Alok)
Unit-2\ 6th proof\(Demay Submit)



2.3.5 The co-efficient of Variation

The standard deviation discussed above is an absolute measure of dispersion. The
corresponding relative measure is known as the co-efficient of variation. It isused in
such problems where we want to compare the variability of two or more than two
series. That series (or group) for which the co-efficient of variation is greater is said
to be more variable or conversely less consistent, less uniform, less stable or less
homogeneous. On the other hand, the series for which co-efficient of variation is less
is said to be less variable or more consistent, more uniform, more stable or more
homogeneous.

Co-efficient of variation or CV = %xlOO%

where, o is standard deviation and X = arithmatic mean.

Example : From the prices of shares X and Y, find out which share is more stable.
X 35 54 52 53 56 58 52 50 51 49
Y 108 105 105 105 106 107 104 103 104 101

Calculation of co-efficient of variation

(x-%) (v-¥)
X X x2 Y y y?
35 -16 256 108 +3 9
54 +3 9 107 +2 4
52 +1 1 105 0
53 +2 4 105 0
56 +5 25 106 +1 1
58 +7 49 107 +2 4
52 +1 1 104 -1 1
50 -1 1 103 -2 4
51 0 0 104 -1 1
49 -2 4 101 —4 16

X =510 =x=0 |[=Zx?=350|XY =1050| Xy=0 | Xy?>=40
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Co-efficient of Variation of X : CV =%><100

y _2X _ 510
X = N =10 =51

2
G = VIZ\IX =Vf§° - 5916

5.916
51

CV = x 100 =11.6%

Co-efficient of Variation of Y : CV = %xlOO

zv _ 1050 105

/Zy 40 _5

cVv —ﬁxlOO 1.905

Since co-efficient of variation is much lessin case of SharesY, hence they are more
stable in value.

2.3.6 Lorenz Curve

-< |

Initially the Lorenz curve was used to measure the distribution of wealth and income.
Now the curve is also used to study the distribution of profits, wages, turnover etc.
However, still the most common use of this curve is in the study of the degreee of
inequality in the distribution of income and wealth between countries or between
different periods of time. It is a cumulative percentage curve in which the percentage
of items is combined with the percentage of other things as wealth, profits, turnover,
etc.

While drawing the Lorenz curve the following steps are adopted :

(i) The size of items (Variable values) and frequencies are both cumulated. Taking
grand total for each as 100, percentages are obtained for these various cumulative
values.

(i) Onthex-axis Start from O to 100 and take the percent of cumulative frequencies.

(iif) On theY - axis Start from O to 100 and take the percent of cumulated values
of the variable.
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(iv) Draw adiagonal line joining O (0,0) with the point P (100,100) as shown in
the diagram below. The line OP will make an angle of 45° with theY - axisand is
called the line of equal distribution. Any pint on this diagonal shows that same percent
on X asonY axes.

(v) Plot the percentages of the cumulated values of the variable (Y) against the
percentages of the corresponding cumulated frequencies (X) for the given distribution
and join these points with a smooth freehand curve. For any given distribution this
will never cross the line of equal distribution OP. It will always lie below OP unless
the distribution is uniform in which case it will coincide with OP. The greater the
variability, the greater is the distance of the curve from OP.

Y 4

100 P(100,100)

Cumulative % of Income

v

00) Cumulative % of Persons 100

Lonez Curve

In the above diagram OP is the line of equal distribution. The points lying on the
curve OAP indicate aless degree of variability as compared to the points lying on the
curve OBP. When the points lie on the curve OCP, variability is still greater. Thus
ameasure of variability of the distribution is provided by the distance of the curve of
the cumulated percentages of the given distribution from the line of equal distribution.

2.4 Some Problems and Theorems on Dispersion

PROPERTIES OF SD :
1. If the given values of x are all equal, then its SD is zero.
Proof : Let x, =cfori=1,2, ... , N
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=}
=}

(x; —X)=0 for each i.

2(x ~%)" =0 So, D= [T ¥ ~%)" =0
2. SD is independent of origin but not of scale.
= %C where ¢ & d are arbitriary constants.
Then, Xx; =c+dy,

Proof : Let vy,

X =Cc+dy

Substracting, (x; —X)=d(y; - V)
Squarring both sdes and summing for al i from 1 to n and then dividing by n, we get,

1 - 1 —
HZ(xi —x)2 = dzﬁz(yi —y)2

Jl ) = Ll -y

=|d]oy.
Thus, SD is independent of changes in origin but not of scale.

3. Let there be two sets of values of x with n, and n, values. Let X; and X, be
their means and 5,, o, be their standard deviations respectively. Then SD of x for the

2 2 2 2
n,G{ + N,05 N nld1 + n2d2

. 2 _
two sets pooled together (o) is given by, 6° = n +n, n +n,

2 _ no2 2 2 2
or, No“=nof +n,05+ndf +n,d;5 where
d=%X-X,d,=X,-X andN =n, +n,

Proof : Let x;; (i=1, 2, ..., n) and Xy (G =12, ..., n,) be the observations of
the two sets respectively.

N no
Z(x]j —i)z + Z(xzj —Y)z
2 i=1 =1

n,+n,
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Now, (X -x)* = > [ (X ‘71)+(71‘Y)]2

M
=no? +nd2 as 2 (Xg —%;) =0
i=1

no

2

. <) = n.o2 2

Similarly, Z(ij - X) = N,0% + Nyd3
=1

Putting these values, we get,

2 2 2 2
> _Noi + n,d; N n,o5 + N,ds5
N, +n, n,+n,

(¢

2 2 2 2
_op + n,di + n,c5 + n,ds
n,+n,

N.o? = n6? + n,65 + nyd? + n,d3 where N = n, +n,.
The theorem can be generalised for any number of groups of observations. That
is, for k number of groups of observations,

2 - no? 2 2 2 2 2
N.G* = Nof + NyG5 + ..o + N O + MAT + Nod5 + ...+ 0 di
where N =n, +n, +....+ n.

4. SD is the minimum-root mean-square deviation

i.e \/ X; —X \/1 X; — 2 whatever be the value of A.

Proof. : (x; ~A)" =2[(x —x)w-mf

2

I
™M

(x; =X)% +2(X=A)Z(x; =X)+n(X-A)

2(X; _7)2 +n(x-A)* as Z(x -X)=0

Now, as n(i—A)2 >0, we may write,
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£(x -A) = (x; - %)

or, lZ(x ~AY 2 _lz(x-—i)2

n
\/1 X— \/1 X—X2

Thus SD is the minimum root-mean square deviation.

Theorem 1 : Show that %Z(xi —a)2 minimum if a=X.
Proof : %Z(xi —a)2 = Min. if £(x —a)2 = minimum.
Now, =(x; —a)’ ==[(x, ~X)+(x-a)]"
= 3(x; - %)’ +2(X-a)Z(x; —X)+n(X-a)’
=2(x; —7)2 +n(x-a)® a Z(x -X)=0

Thus, z(xi —a)z is the sum of two square quantities.
Thus expression has the minumum value if

n(Y—a)2 =0 or, if X—a=0 or, if a=X
1 2 . : _
Thus, =X(x; —a)" = minimum if a=x
Theorem 2 : Show that the combined SD of two distributions pooled together is

. n,n 2
en 2 _ 2 2 12(v _vw

Proof : Here n, o, and X; represent the number of observations, SD and mean of

the first group; n,, 5, and X, are those of the second group; N and o represent, the

total number of observations and SD of the combined group, respectively. Clearly, N
=n, +n,

2 - n.o2 2 2 2
We know, No* = nof +ny05 +nydf + nyds ... (1)
nX; + NoX
d=%X -X=% -1 22
Here U =%, 1 n +n,
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_ Xy —Nn%, n,(X,—X,)

n,+n, n,+n,
Similary, d, = X2 %)
Y "2 n +n,

Theorem 3 : MD Cannot exceed SD.
Proof : Variance of a set of objervations x.(i = 1, 2, ...., n) is given by,

6% =L3(%,-x)" 20

™2 (Zx 2 X% [ Zx 2
o, ——|—| 20 o, —2|—

) n )
Thisinequality holds for any given set of real numbers, x,, X,, ... X. In particular

we put x; =|Y; Y|

2
N |y, - Y|
or, = 2 = or, SDZ >MD,, or, SD>MD
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Thus, MD cannot exceed SD. The equality sign will hold when all observations
are equal.
In that case, MD = SD = 0.

2
Theorem 4 : Prove that n(XZ +X3 + ...+ X3) 2 (X + X5 + e+ X,

Proof : We know hat variance can never by negetive

1 _
HZ(xi—x)ZO
wx2  (zx )
1 >
wx2 _(xx; )
o, —Lx| =L
’ n n

Multiplying both sides by n?, we get,
nzx? > (Tx; )2

2
o, n(E+x3+.... +x2)2(x1+x2+ ..... +X,)" (Proved)

Theorem 5 : Show that MD :%[(SZ -S)+(n,—n,)A | where S, isthe sum of

observationsthat are lessthan A, n, isthe number of such observations. S, is the sum
of observationsthat are greater than A and n, is the number of such observations and
n is the total number of observations.

1 n
Proof : MD, :ﬁZﬂxi — A
i=

Let us arrange the observations x,, X,,.....X,, in ascending order of magnitude :
X1 X guees X Xy e X oy (= X )

ni+n

n n N L t12
o, Z|Xi_A|:Z|Xi_A|: Zl|xi_A|+ an+1|xi_A|
i1 i1 X; <A Xi>A
nl n1+n2
=2 (A=X))+ X (X;-A)
i=1 i=m+1
=MmA =-S5 +S,+NA =(S, -5 )+(n -y )A
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1 n
Now, MD , =ﬁ§|xi —A|
1=

MD, = £[(S,-8)+(n, —ny)A] [Proved]

m Calculate Mean and S.D. of sstandard natural numbers.
Ans. Heex : 1, 2, 3, ..... , N

ZX:1+2+3+....+I’]=M -, Mean ZZXZn(n+1):n+1
n

2 2n 2
Zx2:12+22+32+...+n2:n(n+1)6(2n+1)
2
5 2
. _ o x2 DX _n(n+1)(2n+1)_(n+1)
. Variance =0 =7 (n]_ 6N 2
_(n+)@n+D) (n+1? _2(n+D(2n+1)-3(n+1)>?
6 n 12
_(+Y@n+2-3n-3) (n+Y(n-1) n2-1
B 12 B 12 12
: ___In2-1
-+ SD=oc= 7

m Calculate mean and S.D for first n odd numbers.
Ans Herex : 1, 3,5, ..... , (2n = 1),

n
Now, > x=1+3+5+..+(2n-1) = > (2r-1)
r=1

n
:ZZr—n:w—n:n(n+l)—n:n2
r-1

g Qlex:%.nZ:n

Sx2=124+32+52 4 ..+ (2n-1)
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n n n n
=2 (2r-D%=3 (42 -4+ =4y r* -4y r+n
r=1 r=1 r=1 r=1

_ dn(n+H(@2n+1) 4n(n+J e 2n(n+1)(2n +1)

5 5 3 -2n(n+1)+n
. 2
. DX :2(n+1)(2n+1)_2(n+1)+1
n 3
_2n+Y2n+1)-6(n+D+3 (n+1)(4n+2-6)+3
- 3 B 3
_A4n+DY(n-D+3 _4n2-4+3 _4n?-1
3 3 3
2
D2 2X2 (XY _4n2-1  , 4n?-1-3n2 _ n2-1
" o n ) 3 B 3 -3
, _ [n2-1
. SD = 3
m Calculate mean and S.D of First n even numbers
Herex : 2, 4, 6, ..., 2n
2n(n+1)
.'.Zx:2+4+6+...+2n:2(1+2+3+..+n):T:n(n+1)

" Q:%:(n+l)

> x2=22442+6%+ ... +(2n)?
= 221242222422 324 | + 222

— 22(12+22+32+ ...+n2) _ 4.n(n +16)(2n +1)

.. Variance = n 3

> x2 _(Zr:]x]z _2(x+1(2n+Y) —(n+1)?
_2n+)2n+)-3n+D%  (n+D(4n+2-3n-3)
B 3 B 3

_(n+D)(n-1) n2-1 . gp. |PN?-1

- 3 -3 3
Comment 1 : Here the values of observations are 2, 4, 6, ... 2ni. e, 2(1, 2, 3, ...,
n) i.e, each value is twice of first n natural numbers. So the S.D. of first n even
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numbers will be twice of the S.D. of first n natura numbers. The S.D of first n

_ |n%2-1
natural numbers = TEE
2
So, S.D. of first n even numbers = 2 f /4(n - _ |n?
Comment 2 : We know that S.D of first n odd numbersis 3 —1 .1,e., S.D of 1,

nc—-1
3
S.D.of 2, 4,6, ..., 2n = ?. We should note that the series of even numbersis obtained
just by adding 1 to each number of the first series. Thus, if X is the series of the odd
numbers and v is the series of the even numbers then y = x+1. We know that S.D.
is independent of change in origin. So, S.D. of first n even numbers = S.D of first n

3,5...,(2n-1)is . Now, What will bethe S.D. of first n even numbersi.e.,

2 -
odd numbers = ,/nT_l Similarly, y=x+1=(n+1) i,e., mean of first n even

numbers = mean of first n odd numbers+1 =n+ 1

Some other Relative measures of dispersion

1) Coefficient of dispersion based on range = CD. = XMaX= X min
X max+ Xmin

Q-
Q;+Q

M.D
AverageusedinM.D

2) Coefficient of dispersion based on Q.D. = CD =

3) Coefficient of dispersion based on M.D = CD =

2.5. Summary

If the available data are few in number or contain extreme values, avoid the
standard deviation. If the data set is generally skewed, avoid the mean deviation as
well. If the data have gaps around the quartiles, the quartile deviation should be
avoided. If there are open-end classes, the quartile measure of dispersion should be
preferred.

In an elementary treatment of statistical seriesin which a measure of variability is
desired only for itself, any of the three measures viz., range, quartile deviation and
mean deviation would be acceptable. Probably the mean deviation would be better.
However, in usual pracitic, the measure of variability is employed in further statistical
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analysis. For such a purpose the standard deviation, by far, is the most popularly
used. Standard deviation is free from those defects from which other measures suffer.
It lends itself to the analysis of variability in terms of normal curve of error. Practically
all advanced statistical methods deal with variability and centre around the standard
deviation. Hence, unless the circumstances warrant the use of any other measure, we
should make use of standard deviation for measuring variability.

2.6. Questions

1. What do you mean by Dispersion?

2. Define Range

3.  Define Mean Deviation

4.  Define Quartile Deviation

5. Define standard Deviation

6. Define co-efficient of Variation

7.  Explain the appropriateness of different measures of dispersion in different
circumstances.

8.  Explain the lorenz curve in measuring the inequality of income.

9.  Find the co-€fficient of variation from the following table :
Class boundaries 40-50 50-60 60-70 70-80 80-90 90-100 100-110 110-120
Frequency 4 8 9 16 6 3 2 2

10. Prove that the sum of the absolute deviations from the median will be the least.

11. Cadculate the standard deviation from the following data :
Age 5-7 8-10 1113 14-16 17-19
No. of Students 7 12 19 10 2

12. For agroup of 200 candidates the mean and standard deviation were found to
be 40 and 15. Later on it was discovered that the score 43 was misread as 53.
Find the correct mean and standard deviation. [Ans. X = 39.95, ¢ = 14.97]

13. Caculate the combined average and combined standard deviation.

A Series B Series
No. of items 100 500
Mean 50 60
Variance 100 121
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14. Select the correct Answer :

(i)

(ii)

(iii)

(iv)

v)

(vi)

(vii)

(viii)

If AM and co-efficient of variation of x are 6 and 50% respectively, then
variance of X is

@ 3 (b) 6 (© 9 (d) None of these
If the relation between variables x and u, and first quartile of x are 3x+4u=21
and minus 1 respectively, then the first quartile of u is

(@ 0.75 (b) 6 (o) 7 (d) None of these.
Sum of the absolute deviations is minimum about
() mean (b) median (c) mode (d) none of these

Co-efficient of variation is equal to

@ Sx100% () Sx100% (9 X @
X S S X

The range of observations —6, -9, -8, -1, 4, is

(a 2 (b) -2 (c) -8 (d) 8

The S.D of x,, X, Xgr Xgs Xg, Xg and x, is S, then the S.D of —x, —X,, ...,
X, is

(@ —s (b) s (o (d) 2s

SD is dependent on change of

(@) Origin only (b) Scale only (c) both (a) and (b) (d) None of these

If x and s stand for mean and SD of x then the SD of (X—j) will be—

@ 1 (b) 0 (© % (d) none of these

2.7. References

1. Fundramentals of Statistics, vol | by Goon, Gupta and Dasgupta; The world Press.
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Unit 3 O Moments, Skewness and Kurtosis

Structure
3.1 Objectives
3.2 Introduction
3.3 Moments
3.3.1 Moments about arbitrary origin
3.3.2 Centra moments expressed in terms of raw moments
3.3.3  Sheppard’s Correction and charlier’s check
3.3.4 Moments in Dimensionless form
3.3.5 Computation of Moments for grouped data
34 Measures of Skewness
3.4.1 Absolute measures of Skewness
3.4.2 Relative measures of Skewness
343 Karl Pearson’'s Co-efficient of Skewness
3.4.4 Bowley's co-efficient of skewness
345 Kely's co-efficient of Skewness
3.4.6 Measure of Skewness based on third moment
3.5 Kurtoss
3.6 Measures of Kurtosis
3.7 Some Theorems on Moments, Skewness and Kurtosis
3.8 Summary
3.9 Questions
3.10 References
3.1 Objectives

The main objective of Studying Skewness and Kurtoss is to Know the shape of the
frequency digtribution more accurately. Measures of central tendency and the measures of
variability cannot help us to draw the frequency distribution curve correctly. They may
help usto find out the position of the curve. But the proper shape will be dusvetill we
know the skewness and Kurtosis of the frequency distribution. While Skewness helps us
to know whether the curve is symmetrical or not, Kurtoss determines the peakedness of
the curve. Two digtributions may have the same mean and standard deviation but they may

differ widdly in shape if they have different Skewness and Kurtoss.
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3.2 Introduction

The term Skewnessrefersto lack of symmetry. When a distribution is not symmetrical
it is called a skewed distribution.

Mean = Median = Mode
Symmetrical (normal) Distribution

It is clear from the diagram that in a symmetrical distribution, the values of mean,
median and mode coincide. The spread of the frequencies is the same on both sides
of the centre point of the curve.

A distribution which is not symmetrical will have mean = median = mode. Such
adistribution is also called “Asymmetrical Distribution”. Asymmetrical distribution
could either be positively skewed or negatively skewed.

BN

Mode T Mean
Median

Positively Skewed Distribution

In a positively skewed distribution, the value of the mean is maximum and that
mode is the least. The median lies in between the two. The long tail is on the right
side and the hump is on the left.
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Mean T Mode
Median

Negatively Skewed Distribution
In a negatively skewed distribution, the value of mode is maximum and the value

of mean isthe least. The median liesin between the two. The long tail is spread over
the left hand side of the distribution while the hump is on the right hand side.

Tests of Skewness :
In order to ascertain whether a distribution is skewed or not, the following tests
may be applied.
Skewness is present if :
(i)  The values of mean, median and mode do not coincide.

(i)  When the data are plotted on a graph they do not give the normal bell-
shaped form i.e., when cut along the vertical line through the centre, the
two halves do not match.

(iif) The sum of the positive deviations from the median is not equal to the
sum of the negative deviations.

(iv) Quartiles are not equidistant from the median.

(v) Freguencies are not equally distributed at points of equal deviation from
the mode.

3.3 Moments

Let the symbol ‘d" be used to represent the deviation of any item in adistribution from
the arithmatic mean of that distribution, ie,, d=(X - X).

The arithmatic mean of these deviations with various powersis called the moment
of the distribution. If we take the mean of the deviations with power one, we get the

first moment about the mean, ie., zd or, %

N and it is denoted by .
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Similrly, the mean of the squares of the deviations gives us the second moment

2 v 2
about the mean, ie., % or, Z(X X)

The mean of the cubes of the deviations gives us the third moment about the mean,

—\3
ie, Zng or, M

and it is denoted by ..

and it is denoted by p, and so on.

The moments about mean is called the central moment. Since the sum of deviation
of items from arithmatic mean is always zero,

£(X -X)°

=0 and Uy = T =0

In a symmetrical distribution, all odd moments ie. p;, u, etc. would aways be
zero. In asymmetrical distribution, the deviation below the mean and the deviation
above the mean will be exactly the same and will be of opposite sign, and therefore
they will cancel each other when summed up. But with deviations with even power
will have positive sign and will not cancel out. Thus odd moments will always be
equal to zero for symmetrical distribution. But thiswill not hold true for asymmetrical

distributions.

(X -X) 5

=TT

3.3.1Moments about arbitrary origin

While we select an arbitrary origin A, then formula of moments for simple series

' 1 r
= :HZ(Xi -A)
w = First moment about arbitrary origin = an‘A =X-A
T(X-AY
u, = Second moment about arbitrary origin = —
3
uz = Third moment about arbitrary origin = X(X-A)

u, = Fourth moment about arbitrary origin = (X
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In general, the r'" moment for grouped or frequency data,
1 r

Putting r = 0, we get K =%Zfi =1
If A =0, wecdl it rawv moments

So, r-th order raw moment of x, u, = %ZX{ . For frequency data, 1, = %Zfix{

3.3.2 Central moments expressed in terms of raw moments

For the sake of smplicity in calculations, moments are first calculated about an
arbitrary origin. If we want to obtain moments about mean, called central moments,
we can do so with the help of the following relationship :

= —m =0
o =1y — (1y)°
Mg = 1 — 3up iy +2(ng)?

! ’ ’ ’ 2 ! 4
Mg =1y — Ay g + 6(“1) Ho — 3(“1)
Derivation : The r-th centra moment about the mean is

be = 2f (X = X)

= %Zfi (X —A)—(X - A)]r

r-2
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r-1
:%Zfi(xi ~A) - rClefi( A, "C,d?

= — 'Cdu 4 +"Cyd?ul 5 +.....
Putting d =y
B =pr— "Cr g X g+ .
Now putting r =1, 2, 3, 4.......
b=m— Ky =0
My = — 2+ (y)° =y~ (ng)”
Mg = 1y — 3upu + 3ug () — ()
=~ 3o +2(ny)°
My = 1y — Anyx g + 6 x () g x (g)” + (wg)*
=y — A + 65 (n)° —3(ny)”

and so on.
Moments about any point as expressed in terms of moments about the mean

b= 2 (X —A)
-3 [(% %) -(% -]
- R [(x %) -d]

=13, [(xi “X) e (X - X) T+ ey (X - X) Rt rcrdr}

f(X -X)"
N N

1 S\ L
wo=p+ 'Cdu, + 'Cod?u ,+ o+ df
where, d=X-A=pj, p,=1andp, =0
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Now putting r =1, 2, 3, 4.....
w=p +d=d where, d=X-A,p, =0

u5 =y +2n,d + uodz =, + d?
Wy = py + 4ugd + 6u,d% + d* and so on.

Central moments are dependent on the change of scale but independent of any
change in origin
Effect of a change in origin :
Let the origin be changed to point A. If X is the new variate, then
X=A+X ... (1)

X=A4 X coeeenen (2
From (1)—<2) we get,

XK= X =X cveenen (©)]
r-th moment about the mean of the variate x

= %Zfi (x - %)

Z%Zfi (X —>_()r [From (3) we know (x—X)=(X —X)]
= r-th moment about the mean of the variate X.
LMy (X) =My (X)

Effect of change in origin and change of scale

Let U is the new variate such that = X Ha

Xx=a+hU ... ()
X=a+hU oo (2)
From (2)'—1)’ we get
(x-X) = h(U - L_J)
or, (x,-X)=h(U;-0)
r-th moment about the mean of the variate x

1 -
= NZfi (xi - x)r
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:%zf{hr(ui —U)r}

=hf-%2fi(ui—0)r

= hr [r-th moment about mean of the variate U]

M (x) =h"p, (U)
Hence the calculation of moments is not affected by the change of origin but are
changed by the change of scale.

3.3.3 Sheppard’s Correction and Charlier’s check

While calculating moments it is assumed that all the values of a variable in a class
interval are concentrated at the centre of that interval (i.e., mid-point). However, in
practice, it is not so—the assumption is an approximation to facilitate calculations
and it introduces some error which is known as grouping error. This grouping error
can be eliminated by sheppard’'s correction.

w =0

2
u, (corrected) = p, (uncorrected) — '1—2

u, (corrected) = Uncorrected

u, (corrected) = p, (uncorrected) — %izuz (uncorrected) + %Oxi4
where, “i”’ is the width of the class interval.
The first moment (u,) and the third moment (u,) need no correction.

Conditions for applying sheppard’s corrections :

The following conditions should be satisfied for the application of Sheppard's
correction :

(i) The data should relate to a continuous variable.

(ii) The total frequency should be fairly large.

(iif) The number of classes shlould not be two large.

(iv) The frequencies should taper off to zero in both directions, i.e., the curve
should approach the base line gradually and dowly at each end of the distribution.

Generally, sheppard’s corrections are not applied unless the total frequency ismore
than 1000 and the number of classes is less than 20.
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Charlier’'s Check :

The coding method given in previous chapters for computing the mean and standard

deviation can aso be used to provide a short method for computing moments. This
method uses the fact that

XJ.:A+idj or briefly X = A +id

or, d= XI;A
The raw moment can be found out using the formula

"
u’r :ir%:irdr

This can be used to find the centra moments from the formula to convert raw
moments to central moments.

Charlier’s check in computing moments by the coding method uses the following
identities :

(d+1) = =fd + =f

(d+1)° = =fd? + 25fd + =f

Sf (d+1)° = =fd® + 35fd? + 35fd + =

Sf (d+1)* = £fd* + 45fd3 + 63fd? + 45fd + =f

>f
>f

3.3.4 Moments in Dimensionless Form

Dimensionless means the measure is a pure number without any unit.

To avoid particular units, we can define the dimensionless moments about the
mean as

N R R
Y ()
where, S=/u, is the standard deviation.
Sincep, =0and p, = S?, wehavea, =0and a, = 1
Moment coefficient of Skewness (dimensionless) :

as_ﬁ_ H3 _ H3

R

For norma curve a,=0
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Moment co-efficient of kurtosis (dimensionless) :
_Ha _M4

BCET

For normal distribution, a, = 3

a, is often denoted by B.,.

Yy

B, =3= The curve is Normal or Mesokurtic
B, > 3= More Peaked or Leptokurtic
B, < 3= Flat topped or Platykurtic

3.3.5Computation of moments for grouped data
We summarise below the important results on moments :
1 py=landp, =0
2. Mean=X=A+p]
In particular, if we take A = 0 we get
X =0+ (about origin)
Hence, the first moment about origin gives mean.
3. Variance ¢? = p, = p), —py?
Mg = ps — 3ung + 207
:I_4II+6II2_ 14
Mg = Hgq = SHgly + OOy 1
4. Thefollowing formula give the moments about any arbitrary point ‘A’ in terms
of moments abut mean.

Mean = A + 1y
Mo = Hy + 1y
M3 = Mg+ 3uop + pp

My = Hg + Aughy — Buop® + gt
5. Beta () and Gamma (y) coefficients based on Moments.

R SO L
b s ot
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K K
Y1:\/B—1:E'7‘2:G_g ( uzzcz)

1)
72262_3:_‘21_3
H2

Example : Find the first, second, third and fourth centra moments of the set of
numbers 2, 4, 6, 8.

X X—X=(x-5) (x—i)2 (x—i)3 (X—7)4

2 -3 9 27 81

4 1 1 1 1

6 1 1 1 1

8 3 9 27 81
Total : 5x=20 sx-%X=0 |Z(x-%)"=20|2(x-x)>=0 |Z(x-X)*=164

Mean (%) =2X =2 =5

The first four central moments are given by

(- N=4)

\4 164
Mg =g (X -%) === =41

Example: Caculate 3, and B, (measures of skewness and kurtosis) for the following
frequency distribution :
X: 2 3 4 5 6

f: 1 3 7
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X f d=x-4 fd fd2 fd® fd4
2 1 -2 -2 4 -8 16
3 3 -1 -3 3 -3 3
4 7 0 0 0 0
5 2 1 2 2 2 2
6 1 2 2 4 8 16
Xf=N=14 fd=-1| 2fd?=13 | fd®=-1 | =fd* =37
The moments about the point A = 4 are given by
n =24 === 00714
2
wy =2 18 09286
3
ny =24~ == 00714
, _fd* _ 37
l,l4 :T:ﬂ: 26429
The central moments ie., the moments about mean are given by :
u, =0

, = pb —p? = 0.9286 — (-0.0714)? = 0.9286 — 0.0051 = 0.9235

Mg =y — 3ubps + 25
= _0.0714 — 3 x 0.9286 x (-0.0714) + 2 x (-0.0714)3
= _0.0714 + 0.1989 — 0.0007
= 0.1268

Mg = Ky — Aughy + 64" — 3t

= 2.6429 — 4 x (—0.0714) x (-0.0714) + 6 x (0.9286) x
(-0.0714)2 — 3 x (-0.0714)*
= 2.6429 — 0.0204 + 0.0284 — 0.0001 = 2.6508
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2 (0.1268)°
g =ta (01268)" _ 00161 _ ( 5oy

3 (0.9235)° 07876

My _ 26508 _ 2.6508
L = - 3.1080
M3 (0.9235)° 0.8529

2

Since, B; ~0 and B, =~ 3, the given distribution is approximately a Normal

distribution.
Example : Calculate the values of 3, and B, from the following data.
Marks : 20-30 3040 4050 5060 60-70 70-80
No. of students : 4 7 10 20 4 3

Also apply sheppard's corrections for moments
Hint : X : Mid-Value
f: No. of students

N =3f =50; =252 =222 e shall get -

>fd = =20, >fd? = 108, =fd® = -92, =fd* = 660
The moments about the point A = 55 are given by

, _: 2fd -20
M =1 =10x 50 -

4

2
u&:ﬁ-%:m%%:zm

3
gy =i3- HE 10 22 - 1840

4
py =i EE —10% % 890 _ 137000

The central moments are :
u, =0
’ ’ 2
My = b —p? =216—(-4)" = 200
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Mg = Mg — 3upuy + 2up°
= ~1840—3x 216 x (-4) + 2x(~4)° = 624

Mg = g — Aughy + Buphy® — 3y’

— 132000 — 4 (~1840) x (~4) + 6x 216 x (-4)" — 3x (-4)*

= 122528
2 (624)°
Bl:“—gz( )3 = 0.0487
H2  (200)
,=2a 122528 _ 5063
H2  (200)

Since, B; ~ 0 and B, =~ 3, the given distribution is nearly Normal.
Sheppard’s Correction for Moments

2

[

u, (corrected) = p, — 5

=191.67 (i = 10)
u, (corrected) = p,

1. 7 .
p, (corrected) = p, —§I2u2 +ﬁ0"4

_ 21 N 4
=122528 5 X 100x 200 + 510 X (10)

= 112819.67

Example : The first two moments of a distribution about the value 5 of the
variable are 2 and 20. Find the mean and the variance.

Ans. Given, A =5, iy =2 and p, =20
We know that Mean = A +p; =5+2=7

and variance =, = p, —u2 = 20-4=16
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3.4 Measures of Skewness

Measures of Skewness tell us the direction and extent of asymmetry in a series, and
permit us to compare two or more series with regard to these. They may either be
absolute or relative.

3.4.1 Absolute measures of Skewness

Skewness can be measured in absolute terms by taking the difference between mean
and mode.
Absolute Sk = X — Mode
When Skewness is based on quartiles, absolute Skewnessis given by the formula:
Absolute Sk = Q; + Q; — 2 Median

If the value of mean is greater than mode, Skewness will be positive i.e., we shall
get a plus sign in the above formula. Conversely, if the value of mode is greater than
the mean, we shall get a minus sign meaning thereby that the distribution is negatively
skewed.

The reason why the difference between mean and mode can be used to measure
Skewness is that in a symmetrical distribution the values of mean, median and mode
are alike, but the mean moves away from the mode when the observations are
asymmetrical. Consequently, the distance between the mean and the mode could be
used to measure Skewness-the greater is this distance, whether positive or negative,
the more asymmetrical the distribution. However, such a measure is unsatisfactory on
two grounds :

1. This absolute measure of Skewness is expressed in the unit of value of the
distribution and therefore cannot be compared with another such measure of a
series expressed in different units.

2. Didributions vary greatly and the difference between Mean and the Mode in
absolute terms might be considerable in one series and small in another, athough
the frequency curves of the two distributions were similarly Skewed.

3.4.2 Relative Measures of Skewness

The relative measures of Skewness are called the co-efficient of Skewness. They have
the following properties :

1. It should be a pure number. The value should be independent of the units of the
series and also of the degree of variation in the series.

2. It should have a zero value, when the distribution is symmetrical.

3. It should have some meaningful scale of measure so that we could easily interpret
the measured value.
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There are four important measures of relative skewness, viz.,
(i) Karl Pearson’'s co-efficient of skewness

(i) Bowley's co-efficient of skewness

(iii) Kelly's co-efficient of skewness

(iv) Measure of Skewness based on Moments.

3.4.3 Karl Pearson’s co-efficient of Skewness

It is based on the difference between mean and mode. This difference is divided by
standard deviation to give a relative measure of skewness. The formula is

S . Mean—Mode _ X—Mg
P Standard Deviation c
Where Sk is the Karl Pearson’s coefficient of Skewness. There is no limit to this
measure in theory and thisisa dight drawback. But in practice the value given by this
formulais rarely very high and usualy lies between +1.

When adistribution is symmetrical, the values of mean, median and mode coincide
and therefore the co-efficient of Skewness will be zero. When a distribution is positively
Skewed, the co-efficient of Skewness shall have plus sign and when it is negatively
Skewed, the coefficient of Skewness shall have minus sign. The degree of skewness
shall be obtained by the numerical value, say 0.8 or 0.2 etc. Thus this formula gives
both the direction as well as the extent of Skewness.

This method of measuring Skewness cannot be used where mode is ill-defined.
However, in moderetly Skewed distribution, the averages have the following
relationship:

Mode = 3 Median — 2 Mean
If this value of mode is substituted in the above formula we arrive at another
formula for measuring Skewness

[)‘( —(3|v|ed.—2>‘<)]

P c
X -3Med.+ 2X
B (e)
3(X - Med)
==

Theoreticdly, the value of this co-efficient varies between + 3. However, in practice
it israre that the co-efficient of Skewness obtained by the above method exceeds +1.
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3.4.4 Bowley’s co-efficient of Skewness

Bowley’s measure of Skewness is based on quartiles. In a symmetrical distribution
first and third quartiles are equidistant from the median as can be seen from the
following diagram.

Q Median Q,

Inasymmetrica distribution, Q, and Q, both will maintain the same distrance from

the median, ie.
Q; — Med. = Med. — Q,
or, Q;+Q,—2Med. =0

If the distribution is positively skewed the top 25% of the values will tend to be
farther away from the median than the botton 25% i.e., Q; will maintain greater
distance from the median than Q,. This position will be reversed when the distribution
is negatively skewed.

So, Bowley's measure (co-efficient of skewness) is

(Qz — Med.) - (Med. - Q)

Sk, =
B (Q3—Med.) +(Med.- Q)
B Q3 +Q1—2Med.
or, SkB_ Q3_Ql

However, the results obtained from Karl Peasson’s measure and Bowley’s measure
of skewness cannot be compared with one another. Especially, the numerical values
are not related to one another, since Bowley’s measure, because of its computational
basis, is limited to values between —1 and +1, while pearson’s measure has no such
limits.

In rare occasions, with unusually shaped distributions, it is possible for them to
emerge with opposite signs.

345 Keélly's co-efficient of Skewness

Bowley’s measure of Skewness neglects the two extreme quarters of the data. It
would be better for a measure to cover the entire data especially because in measuring
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Skewness, we are often interested in the more extreme items. Bowley’s measure can
be extended by taking any two deciles equidistant from the median or any two
percentiles equidistant from the median. Kelly has suggested the following formulafor
measuring Skewness based on the 10th and the 90th percentiles or the first and ninth
deciles.

Sk, =
: P90 - I:?I.O
D, + Dy — 2Med.
A|$, SkK - D9 _ D]_

SK, isthe Kelly’s co-€efficient of Skewness

This measure of skewness has one theoretical attraction if skewnessis to be based
on percentiles. However, this method is not very popular in practice and generaly
Karl Pearson’s meausre is used.

3.4.6 Measure of Skewness based on the Third Moment

A measure of skewness may be obtained by using second and third moment about the
mean.

2

M3 . : : o
Py = F is used as arelative measure of skewness. In asymmetrica distribution
2

B, will be zero. The greater the value of 3, the more skewed will be the distribution.
However, the co-efficient B, as a measure of skewness has a serious limitation. ;i3
is always positive. Also i, being the variance is always positive.

K5 N
Hence By = W3 is always positive.
2

Thus, B, as a measure of skewness is not able to tell us about the direction
(positive or negative) of skewness. This drawback is removed in Karl Pearson’s co-
efficient

H p
v1=+/B = 33/2:_\?;, ( “2262)
(n2) °
The sign of skewness would depend on the value of . If p, is positive we will
have positive skewness, and if i, is negative, we will have negative skewness.
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Example : Calculate Pearson’s co-efficient of Skewness.

X 12.5 175 22.5 27.5 325 375 425 475
f 28 42 54 108 129 61 45 33
Ans. Calculation of co-efficient of Skewness
X f d=X ‘527-5 fd foP

12.5 28 -3 -84 252

175 42 -2 -84 168

225 54 -1 54 54

27.5 108 0 0 0

325 129 +1 +129 129

375 61 +2 +122 244

425 45 +3 +135 405

47.5 33 +4 +132 528

N =500 >fd=296 | =fd?=1780

.. _ X -M

Co-efficient of Sk , = Méan—Mode _ X~ Mo
(e} (e}
Mean X = A + Z—ILd «i
Where, A = 27.5, 2fd =296, N =500, i =5
% = 27.5+ 2% 5.
X=27-5+ 5OO><5_ 30.46

Mode : Since the maximum frequency is 129, the corresponding value of X, ie,

32.5 is the moda value.

2 2
SD. :oz\/%—(z—lild) i

Sfd, = 1780, N = 500, £fd = 296, i = 5
2
1780 (296
\/ 500 (500) xS
= J/356-0.35x5=8.96
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X-Mg 3046-325_-2.04 _
c 8.96 8.96

. Co-¢efficient of SK = -0.228

Example : Calculate Bowley's co-efficient of Skewness from the following data :

Variable Frequency Cumulative Frequency

(cf)

0-10 12 12
10-20 16 28
20-30 26 54
3040 38 92
40-50 22 114
50-60 15 129
6070 7 136
70-80 4 140

Bowley’'s Co-efficient of Skewnessis

Q3+ Q, - 2Med.
- Q;—-Q

SKg

140 _

7 35th item. It lies in the class (20-30).

G N . - _
Q, = size of Zth item =

N/ _cf.
Q1:L+A'f—

X i

L = 20, '%:35;CF=28;f=26;i=10

Q=20+ 2810-20+269 = 22.69

Q, = Sizeof 3N/ thitem = 2290 — 105 thiitem. It liesin the class (40-50)
3N/ _cf.
L =40; 3N/ =105; cf. = 92; f = 22 i = 10
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105-92

Q; =40+ 55 x10=40+5.91=45.91
. N, . 140 : o
Med. = Size of 7th item === = 70th item. It lies in the class (30-40)

N/ _cf.
Med.:L+/2f—

X i

L=30; N, =70; cf. =54, f =38 i = 10

7/0-54

Med. = 30 + 38

x10=30+4.21=34.21

~ 2Medi
- Coefficient of Skewness SK 5 = 28+ ian

Q;—-Q
45.91+2269-2(34.21) 6866842
SKg = 75.91— 22.60 =" o325 0008
3.5 Kurtosis

By Kurtosis of afrequency distribution we mean its degree of peakedness or steepness.
Two distributions may be identical is respect of centra tendency, dispersion and
Skewness, but one may be more peaked than the other. The degree of kurtosis of a
distribution is measured relative to the peakedness of normal curve. In other words,
measures of Kurtosistell us the extent to which a distribution is more peaked or flat-
topped than the normal curve. If a curve is more peaked than the normal curve, it is
called ‘leptokurtic’, In such a case items are more closely bunched around the mode.
On the other hand, if a curve is more flat-topped than the normal curve, it is called
‘platykurtic’ The normal curve itsalf is known as ‘ mesokurtic’

L—>

M—

L = Leptokurtic, M = Mesokurtic, P = Platykurtic
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3.6 Measures of Kurtosis

As ameasure of Kurtosis, Karl Pearson gave the co-efficient 3, or its derivative ..
B, is defined as :
_Haq . .
Bo= u—% where y, is the 4th central moment and p, is the
second central moment.
The greater the value of f3,, the more peaked is the distribution.

For a normal curve, the value of 3, = 3 when the value of B, is greater than 3
the curve is more peaked than the normal curve and it is termed as “‘ Leptokurtic”
distribution. When the value of f3, is less than 3 the curve is less peaked than the
normal cuve and termed as *“platykurtic” distribution. The normal curve with 8, = 3
is called ““mesokurtic” distribution.

v, is also used to measure Kurtosis.

Y, =4 _3=p,-3
H2
For a normal curve y, = 0 (mesokurtic)
For a Leptokurtic distribution, v, > 0
For a platykurtic distribution y, < 0

3.7 Some theorems on Moments, Skewness and Kurtosis

3(X-M
Theorem 1 : Show that the measure of skewness given by sk = (X—e) must lie
(e}

between —3 and +3.

Proof : We know that variance is non-negative

.2 (2
So, lZuiz—(&) >0 or, ESE: 2(&)
n n n n

Putting u; =|x; —X| we get,
1 > [=jx-xT
=3(x; -%)" 2| ———
n n

Since MD about median is least,
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2
Slx. — M
%Z(Xi —Y)Z > l:w:l ...... Q)

Now, Z‘xi —Me‘ :‘xl—Me‘+‘x2—Me‘+ ..... +‘xn -M

or, Z‘xi—Me‘z‘xl—Me+x2—Me+ ...... +X,—M

=[x, — M|
Mz%\zxi M| =[x~ M|
Z\xir:Me‘ e
So, {M}Z[Y—Me]z ......... @

Comparing (1) and (2),
L3 (x -%)* 2 [[R-M[]"

- 2
o, o?2(X-M,)

(y_mef
or, <1
(e)

X—M
(e}
3(¥—|\/|e)
(e)

or, -1< € <+1

or, -3< < +3 (Proved)

Theorem 2 : Prove that , >1 (Genera proof)
We know that var (u) >0

lZu-z—&2>0
o, Iy =2
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2
1 2> &
or, TIU —( =
Now, we put u, :(xi—i)2
1 451y 2P
So, = (i —%) = = (% —X)
m
or, m,>m3 or,—‘z‘zl
mj

or, f,=1 (Proved)

Theorem 3 : Prove that B, = 1 if the variable takes just two values with equal
frequencies.

Proof : Let the variable x assume the value x, with frequency f and the value x,
with the same frequency f. So, total number of observations=f + f = 2f = N and

fx1+fx2 _ Xq+ X,

X=—% 2

Now, m, = %Zfi(xi —i)4

4 4
1 Xq + X Xq + X
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1
2f

o
2 2
-
2f 2 2
4
m3 :(_X1;X2] =My

m, _my
=" —_— = 1
m% m, [Proved]

B2

Theorem 4 : Show that all odd-order centra moments are zero for symmetric
distribution.

Proof : Let us take the origin at that point which corresponds to the point of
symmetry of the frequency distribution.

»
>

x=0 —» X

Case (i) : When the number of observations is even.

Then the values of the observations are obviously + x.. Let the corresponding
frequencies be f..

then clearly, x =0

1
Now, My = Nz(xi - X

:%{inzr”-fi +Z(—xi )2r+1.fi} asXxX=0

2r+1

Now, 2r+1 is odd. So, £(-x;)" .f; = —=xx;2*Lf,

So, m,,,, =0i.e, al odd-order central moments are zero for symmetric distribution.
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Case (ii) : When the number of observations is odd.

We shall get one more term in addition to the values of the variable as in case
().

That value is 0 with highest frequency f,,.

That isthe value of x at the origin, the other observations being equally distributed,
to the left and right hand sides of the origin.

Here again x =0

In this case, My, ;1 = %Z(xi —Y)2r+1.fi
= %{inzr”.fi +2(-x )zr“.fi + O.fo} (asX =0)

2r+1

Now as 2r+1 is odd, =(—x;)" ~.f; = —-5x;2*Lf,

So, m,,,, = 0. Thus, in both cases, whether the number of observations is odd or
even, all odd-order centra moments are zero for symmetric distribution.

3.8 Summary
(i) Moments about mean
S(X - X S(X -X)°
S(X - X s(x -X)*
iy = 22X LS
(i) In afrequcny distribution
=f (X - X) 5f (X - X)°
S S
(iii) Moments about arbitrary origin (A)
. 3(X-A (X -A)’
PRty PLETS
2 4
. I(X-A . I(X-A
- 2A) - 2A)
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XF(X-A , _ 2fd
(iv) = (N ) or, K= %!
2
XF(X-A ,  Yfd? X-A
wo = (N ) o My =T x 2 where d====
i = class width

(v) Central moments expressed in terms of raw moments.
Hy = b — pg?
Mg = g —3upwg + 2up
Mg = My — Apg + 6uspy? — 3upt

Skewness :
Karl Pearson’s co-efficient of skewness

Sk = Mean — Mode

P~ Standard Deviation
_ 3(Mean - Median)
~ Standard Deviation
Bowley’s Co-efficient of Skewness

Skp

Q;+Q; - 2Med
g( =
B Q;-Q
Kelly’s co-efficient of Skewness
S, = P + Py — Med
Foo — Fo

Measure of Skewness based on Moments

2
H3 38
Bl ="a or Y1 = \/B =2
u3 ’ ! c°
Kurtosis
Measure of Kurtosis based on moments

_Hq
n3

P, or, Yo =PB,—-3

93

D:\NSOU\DTP\Statistic for Economic-2 (Alok)
Unit-3\ 6th proof\(Demay Submit)



3.9 Questions

1.

o N

State whether the following statements are true or False.

In case of fase statement give the correct statement

(i) Skewness studies the flatness or peakadness of the distribution.

(i) Kurtosis means lack of Symmetry.

(iii) For a symmetrical distribution B, = 0.

(iv) Skewness and Kurtosis help us in studying the shape of the frequency
curve.

(v) Bowley’'s co-efficient of Skewness lies between +3.

(vi) Two distributions having the same values of mean, S.D., and Skewness
must have the same kurtosis.

(vii) A positively Skewed distributions curve is stretched more to the right than
to the left.

(viii)If B, > 3 the curve is called platykurtic
(ix) If B, = 3 the curve is called normal.
(X) B, is aways non-negative.
(xi) B, can be negative.,
(xii) Variance = p, (2nd moment about mean).
(xiii) For a symmetrical distribution
By = Hg = Hg = e =0
(xiv) For a symmetrical distribution
Mean > Median > Mode

(V) By =2
H2

What is meant by moments of a fequency distribution?

Explain the use of moments in the measurement of Skewness and Kurtoss.
Define Skewness of a distribution.

What are the different measures of Skewness?

Write the formula expressing each of 2nd 3rd and 4th central moment in terms
of raw moments.

What is sheppard’s correction for moments.
Discuss the effect of change of origin and scale on third central moment.
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9. Distinguish between positive Skewness and negative Skewness.

10. A distribution has standard deviation 3. What should be the value of 4th centrd
moment so that the distribution is (i) mesokurtic, (ii) Platykurtic, (iii) Leptokurtic.

11. Caculate Karl Pearson's co-efficient of Skewness based on Mean and mode
from the following.
Size 0-10 1020 20-30 3040 4050 5060 60-70
f 10 12 18 25 16 14 8

12. Find the first four moments about the mean for the following distribution :

Hight 6062 6365 6668 69-71 72-74
f 5 18 42 27 8

13. For adigribution of 250 heights, caculations showed that the mean, S.D, Skewness
and Kurtosis were 6, 5, 0 and 5 respectively. If was further found that two items
54 and 40 in the origina data ware wronghly noted as 52 and 42 respectively.
Calculate the correct values of mean, SD, skewness and kurtosis.

14. Find the Kurtosis for the following distribution
Class interva 0-10 10-20 20-30 3040
Frequency 1 3 4 2

3.10 References

1. Das, N.G (1977) Statistical Methods, Part | & II, M. Das & Co.

2. Goon, Gupta, Dasgupta (1983) Fundamentals of Statistics, Vol. |, The World
Press.
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Unit 4 O Correlation and Regression

Structure
4.1 Obgectives
4.2 Introduction
4.3 Correlation
4.3.1 Product Moment formula for the linear correlation co-efficient
4.3.2 Properties of correlation co-efficient
4.3.3 Computation of Correlation co-efficient from grouped data
4.3.4 Limitation of the correlation co-efficient
4.3.5 Rank Correlation
4.3.6 Interpretation of Rank Correlation co-efficient
4.4 Regression
4.4.1 Scatter Diagram and Regression Lines
4.4.2 Properties of Regression co-efficients
443 Standard Error of Estimate
444 Explained and Unexplained Variation
45 Summary
46 Questions
4.7 References

4.1 Objectives

If the data on two variables are recorded for a group of individuals, we have bivariate
data. For example we may collect data indicating heights and weights of a group of
students in a class or ages of husband and wife at the time of their marriage. In a
bivariate distribution if the two variables vary in such a way that the changes in one
are followed by changesin the other, then the variables are said to be correlated. The
objective of the correlation analysisis to study the nature and extent of the association
betwen the two variables. If the variables are found to be associated, we express one
of the variables as a mathematical function of the other variable. The former is
regarded as the dependent variable where as the latter is regarded as the independent
variable. Now we may liketo predict the value of the dependent variable corresponding
to the given value of the independent variable. This objective can be achieved through
regression analysis. Whether such estimation is robust or not can be studied at a still
higher level of econometric analysis.
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4.2 Introduction

Suppose, we have been given a data set contraining n pairs of values of the two
variables x and y. If we plot each pair of given values in the first quadrant of the
vector space, we get the diagrammatic representation of the bivariate data as a scatter
diagram. From the scatter diagram one can easily identify the nature and intensity of
the association of the two variables by inspecting the scatter diagram visualy.

y y

Fig (a) Fig (b)

Fig (c) § Fig (d) §
Fig (a), Fig (b), Fig(c) and Fig (d) represent different types of data. Fig (a), Fig(b)
and Fig(c) indicate that the association between x and y variables are linear whereas
the data in Fig(d) shows a non-linear association of the variables.

Moreover, the intensity of the linear association in Fig(a), Fig(b) and Fig(c) are
quite different. the intensity of assocation gradually increases as we move from Fig(a)
to Fig(b) and to Fig(c).

For the linear association case, if we are allowed to draw a best fit line through
the scatter diagram, it will be possible for us to estimate the value of the y-variable
(dependent variable) given the value of the x-variable (independent variable) which is
the basic working of the regression analysis.
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4.3 Correlation

Correlation analysis helps us in determining the degree of relationship between two
or more variables—it does not tell us anything about cause and effect relationship.
Even a high degree of correlation does not necessarily mean that a relationship of
cause and effect exists between the variables. However, the existence of causation
aways implies correlation.

Correlation can be classified in three different way :
(a) poditive or negative correlation

(b) Simple, partial and multiple correlation

(c) linear and non-linear correlation

(a) Positive and negative correlation : Whether correlation is positive (direct) or
negative (inverse) would depend on the direction of change of the variables. If both
the variables are varying in the some direction ie, if one variable is increasing the
other, on the average, is also incresing or, if one variable is decreasing, the other, on
an average, is aso decreasing, correlation is said to be positive. If on the other hand,
the variables are varying in the opposite direction, i.e., of one variable is increasing,
the other is decreasing or vice-versa, correlation is said to be negetive.

(b) Simple, Partial and multiple correlation : The distinction between ssimple,
partial and multiple correlation is based on the number of variables studied. When
only two variables are studied, it is a problem of simple correlation. When three or
more variables are studied it is a problem of either multiple or partia correlation. In
multiple correlation three or more variables are studied simultaneoudly. For example,
when we study the relationship between the yield of rice per acre and both the amount
of rainfall and the amount of fertilisers used, it is a problem of multiple correlation.
On the other hand, in partial correlation we recognise more than two variables, but
consder only two variables to be influencing each other, the effect of other influencing
variables being kept constant. For example, if we are interested in the association of
the yield of rice per acre and the rainfall during periods when a certain average daily
temperature existed.

(c) Linear and Non-Linear correlation : The distinction between linear and non-
linear correlation is based on the constancy of the ratio of change between the
variables. If the amount of change in one variable tends to bear constant ratio to the
amount of change in the other variable then the correlation is said to be linear.

Correlation will be non-linear if the amount of change in one variable does not bear
aconstant ratio to the amount of change in the other variable. This has been discussed
with diagrams in section 4.2.
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4.3.1 Product moment formula for the linear correlation co-efficient

Suppose we are given a set of data containing pairs of values of x and y variables.
Plotting the values of x and y we get a scatter diagram. (Fig. €). Now if we draw a

new set of axes x'=(x—X) and y' =(y-¥) through the point (X, ¥) which will

y y
2nd 1st

3rd 4th

Fig (e)
be treated as the new origin. The (X', y') plane is divided into four quadrants. In the

1st and the 3rd quadrant, x" and y" will have the same sign, where as in the 2nd &
4th quadrant, x’ and y’ will have the opposite signs. If we calculate £x'y’, the sign
of Xx'y" will be positive if most of the pointsliein 1st and 3rd quadrant. On the other
hand the sign of x'y’ will be negative if most of the points lie in 2nd and 4th

quadrant. In case of no correlation the points will be evenly distributed in the four
quadrants and =x'y" will be equal to zero.

So Ix'y' =% (x-X)(y - ¥) may be regarded as a measure of simple correlation.
However, the vadue of =x'y" depends on the number of pairs of values of the variables.

So in order to neutralise this influence, we divide x'y" by n. Again 2x'y’ is aso
influenced by units of measurement of the varibales and their variability. In order to
neutralise this influence we divide xx'y" by the standard deviations o, and .. Thus

we arrive of the product-moment formulafor correlation as proposed by Karl Pearson :
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12(x —X)(y-Y)

The correlation co-efficient =r,, = -

y Oy

4.3.2 Properties of Correlation Co-efficient

1. Correlation co-efficient of any two variables is a pure number. It is independent
of the units of measurement.

2 Correlation co-efficient My IS symmetric in X and y i.e, My = Tyxe
3. The value of the correlation coefficient is independent of the change of
origin and scales of the variables.

Proof : Suppose we are given n pairs of vaues (x;, y;) i =1, 2,.....n of the variables
x and y. we introduce two new variables u and v defined as follows :

_x-a _y-b
u= c and v_—d

where, a, b, ¢c and d are arbitrary constants, and c#0, d =0

So, corresponding to each pair (x;, y;), we have a pair of values (u,, v,) for the new
variables where,

and Y =b+dv ... )
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= cd cov (u, V)
B cov(X,y)
Yo Jvar(x)fvar(y)
~ cd cov(u,Vv)
\/czvar(u)\/dzvar(v)
~ cd Cov(u,Vv)
][l Jvar (u) Jver (v)
e[
= +r,, When c and d are of the same sign.
—r,,» Where c and d are of the opposite sign.
So the corelation ocefficient is independent of the change of origin and scale.

Hence, Iy

4. The value of corrleation coefficient runs from -1 to + 1ie, -1<r < +1.

Proof. : Suppose we are given n pairs of values (x;, y;), i =1, 2,.....n of the variables
x andy.

n GOy _ﬁzi: oy

1 Xi —X Yi -V
:ﬁzpiqi where, P, = — and Yi :Iﬁ—y

| X
or, 2. pg =nr
i
X; =X 2 1 2 no2

P2 = (' J:— Xi —X) =—=X=n

Zi: ' Zul Ox 0% le( I ) %

Similarly, Y.g? =n
i
Now, we know that

2
Z(pi + qi) 20 gince squares of real quantities are non-negative
|
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or, Zpi2+Zqi2+ZZpi >0
| | |

o, n+n+2nr>0

or, 2n(1+r)=0

or, 1+r>0

2
Again, >(pi—g) 20

or, 2PF+2af-2>pg =0
| 1 i

o, n+n-2nr>0
or, 2n(1-r)=0

or, 1-r>0

Combining (i) and (ii) we get
-1<r<+1
4.3.3 Computation of Correlation Co-efficint from grouped data

Suppose we have n pairs of values of x and y, then the Karl Pearson’s measure of
correlation coefficient will be as follows for bivariate data

; _ Cov(x,y)
Xy GOy
Cov(x,y) =X (x-X)(y-7)

1 2

- _ (1 v
o, = HZ(X—X)Z and Gy - ﬁz(y_y)

X

Ry
ey )
_ ZXY — X2y — Y2X + XXY
) \/sz _2VXX + Z(Y)Z\/Zyz - 25yy +3(y)
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ZXY — X2y — Y2X + NXY
\/sz 2XEX + n(X \/Zy —2y7:y+x(7)2
Since yx=nx ad Xy =ny

_ XY — NXY — Xy + NXy
\/sz - n(i)z\/Zy2 -n
Xy — nXy
\/sz —n( \/Zy

Or, the formula can be deagned as follows

nExy — (2x)(Zy)
B 2 2 2 2
\/nZX —(=x) \/nZy -(Zy)
For grouped data the same formula will be

n foy Xfx Zfy
\/anxz =fx) \/any — (ny)

Since the correlation co-efficient is not affecfted by change in origin and change
in scale, we transform the variables x an y to two new variables u and v.

_X-A _y-B
u= h and v = T
where h and k are the width of the x-classes and y-classes respectively and A and
B are constants.
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rxy

nxfuv — (Zfu)(Zfv)

=r

following bivariate distribution.

v \/anuz - (qu)2 -\/n fve — (va)2

Example : Calculate the product moment co-efficient of corrclation for the

X 5 10 15 20
y
11 2 4 5 4
17 5 3 6 2
23 3 1 2 3
Bivariate Correlation Table
X 5 10 15 20
y |3 Yl 2 a1 o0 1 f fv fu2 fuv
11| -1| 2 4 5 4 15 ~15 15 4
@ @ O @
17| o | 5 3 6 2 16 0 0 0
© © ©O (©
23| 1| 3 1 2 3 9 9 9 4
(6 ) © (3
f | 10 8 13 9 | =f=40 [Sfv=6 =f2=24 Sfuv=0
ful 20 -8 0 9 |[zfu=-19
fuz | 40 8 0 9 [=fuz=57
fuw| =2 3 0 -1 |[=fuww=0

Figuresin brackets () denote the product fuv for each cell. In the correlation table,

x and y are mid-points of the respective classes and U =

r

Xy

nzuv — (Zfu)(=fv)

X —-15
5

:y—17

and v 6

=T
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_ 40x0-(-6)x(-19) 114
\/40>< 24—(—6)2 .\/40>< 57_(_19)2 J924./1919
-114 -114

= 3044381 133Lgp 086> -009

Example : Let r be the correlation between x and y. What is the correlation between
3x +1and 2y — 3?

where
Suppose u = 3x + 1 o, U=3x+1
and v=2y -3 or,v=2y-3
u-tu=3(x-X) v-V=2(y-y)
Cov(u,v) =23 (u-T)(v-v) =L X [3(x -%)-2(y -Y)]
= Gx%Z(x—Y)(y—V) = 6cov(x, y)
of =5 2(u=0) =S X[3(x-X)[ =9 T X (x %)’ = 9%
of =2 (-7 =X [2y- V)] =45 Xy V) = 4]
We know, T, = cov(u,Vv) _ 6cov(X,Y)

OuOyv N 9G§ 4632/

~ 6cov(x,y) ~ cov(X,y) oy
B 3o, - 26, B Gy Oy Xy

4.3.4 Limitation of the correlation co-efficient

If the relationship between x and y is non-linear, the correlation co-efficient fails to
measure the intensity of association as they are not linearly related. So before the
calculation of correlation co-efficient it is advisable to check whether the relationship
is linear or not by drawing a scatter diagram.

Again, correlation coefficient may give miseading result if the data come from
different sources. the variables may appear to be uncorrelated when the data from
different sources are treated separately (see figure f).
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O Fig.- f X
More over, high correlation between two variables does not necessarily mean that
the variables are causally related.
We may find high correctation only because both the variables depend on a third
variable. This is the problem particularly with the time-series data. The size of the

shoe and the 1Q may be found to be highly correlated for a set of school children,
but actually it is a non-sense correlation.

4.3.5 Rank Correlation

The product-moment correlation co-efficient (r) between the two variablesis calculated
by using the ‘values of the variables. But in many situations the measured values of
the variables are not available. For example, the marks in two subjects say mathematics
and Economics for a group of 10 students are not available, but their ranking in the
two subjects are given.

In some other situations where attributes are involved, the measurement of values
in numerical terms are not possible at al. For example, the ‘inteligence’ and * efficiency
in salesmanship’ of a group of sales man cannot be measured quantitatively. Here the
individuals are ranked according to their merit for both the attributes and the degree
of associatiation of the attributes is calculated based on these rankings. This method
of computation of correlation of the attaibutes is called ‘Rank Correlation’.

Rank correlation co-efficient is denoted by ‘R’ and it is formulated according to
Charles Spearman as

2
R-1__06xD%
N(NZ—Q

where, D is the difference between the ranks of an individual and N is the number
of individuals. R lies between —1 and +1.
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Tied Ranks: In some cases it is sometimes necessary to assign equal ranksto two
or more individuals. In such cases, it is customary to give each individua an average
rank. Thusif two individuals are ranked 5th place, they will be given the average rank
5+6 _

5 5.5 each. If three individuals are ranked equally at 5th place, then they will

5+6+7
3
When equal ranks are assigned to some entries, an adjustment in the above formula

be given the average rank =6 each.

for calculating rank correlation co-efficient is made by adding %(M3 - M) to the

vaue of D?, where M stands for the number of individuals whose ranks are common.
If there are more than one such group of individuals with common rank, this value
will be added as many times as the number of such groups. The changed formula for
tieswill be

6[2D2 +1—12(|v|f _ M1)+%(M§ _ M2)+..}
R=1-
N3-N
Example : Find out the Rank Correlation :
Maths 29 32 53 47 45 32 70 45 70 53
Physics 5 60 72 48 72 3 67 67 75 31
Ans.
X y X y D D2
Rank Rank

29 56 10.0 7.0 +3 9.00
32 60 8.5 6.0 +2.5 6.25
53 72 35 25 +1.0 1.00
47 48 5.0 8.0 -3.0 9.00
45 72 6.5 25 +4.0 16.00
32 35 8.5 9.0 -0.5 0.25
70 67 15 4.5 -3.0 9.00
45 67 6.5 4.5 +2.0 4.00
70 75 15 1.0 +0.5 0.25
53 31 3.5 10.0 —6.5 42.25

97.00
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M, =15, 35,65, 85 In 6 cases we have ties

M, =25, 45 So we use average ranks
. $D2 +%(ME—M1)+%(ME—M1)+%(M5—Ml)
. +%(ME—M1) %(M%—MZ +%(M§—M2)
T N3— N

o7+ 5 (28 - 2)+ (28 -2)+ 5(22 - 2)

6 12 12 12
13 _ 1(3_ L(n_
. t15(28-2)+ 5(2°-2)+ 5(22-2)
10°-10
_1_6{97+.5+.5+.5+.5+.5+.5}
B 990
~ (100) . 20 _ 4 A@_
_1_6W —1—§ =1-06=04

4.3.6Interpretation of Rank Correlation co-efficient

(i) If R> 0, this means high rank in one characteristic corresponds to high rank in
the other and low rank in one corresponds to low rank in the other. For example,
if the two characteristics are intelligence in two subjects say Maths and Physics—
R >0 — A student good in Maths in aso good in Physics.

(i) R<0— A students good in Maths is poor in Physics.

(iif) R = 1, means perfect correlation in the two characteristics, i.e., every individual
is getting exactly the same rank in the two characteristics. Ranks are of the type
1, 1), (2 2...... (n, n)

(iv) R = =1 means perfect negative correlation. Ranks are of the type (1, n), (2, n—
1), (3, n-3)........ (n, 1)

(V) R =0 — means no correlation between the two characteristics.

4.4 Regression

Regression of avariable ‘y’ on another variable ‘X’ indicates dependence of y on X,
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on the average. In bivariate analysis, one of the mgor problems is prediction of the
value of the dependent variable y when the value of the independent variable x is
given. In the smplest case when vy is linearly related with x, we can write

y =a+ bx
So that a + bx, is the predicted value of y when x = X,
Here, we confine our discussion to linear regression only.

4.4.1 Scatter Diagram and Regression lines

In abivariate distribution, if there is any relation between the two variables, then the
points of the scatter diagram concentrate round some curve (we consider only the
linear one). This curve is calted the curve of regression. Let us suppose we consider
the height and weight of adult males for some given population. If we plot the pair
(height, weight), a diagram known as scatter diagram will result. for any given height,
there is a range of observed weights and vice-versa. This variation will be partially
due to measurement errors but primarily due to variations between individuals. Thus
no unique relationship between actual hight and weight can be expected. But we can
note that average observed weight for a given observed height increases as height
increases. The locus of average observed weight for given observed
height is called the regresson curve of weight on height. There also exists aregresson
curve of height on weight similarly defined. Let us assume that these two curves are
both straight lines (which in general they may not be). When we are concerned with
the dependence of a random variable Y and quantity X, which is variable, but not a
random variable, an equation that relatesY to X isusually caled aregresson equation.

Economic theory is mainly concerned with relations among economic variables.
The relationship is mostly stochastic in nature. Simplest stochastic relation between
two variables X and Y is a linear one.

i =ot X+ U,

where, Y is the dependent variable; Xi is the independent or explanatory variable
and Ui is the stochastic disturbance, o and B are parameters of this smple linear
Regression model.

Though economic theory formulates exact functiona relationship among the
variables, handling with common data will reveal that all observations do not fall
exactly on a straight line. The best we can expect is that the observed quantities will
be closer to the line. Thisis the reason why our regression model requires introduction
of stochastic disturbance term. This error term represents the effects of al those
factors which are not suspected by the investigator. We assume that the disturbance

term is distributed normally with mean 0, So E(Ui)=0, E(Uiz)=62 and
E(UU;)=0.
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Regression lines :

The method of estimating the relationship between Y and X is termed as ““Least
square estimation method’”. Under this method, the line of best fit is said to be that
which minimises the sum of squared residuals between the points of the scatter
diagram and the points on the straight line.

Suppose we have n observations on' Y and X.
Y Yo, Y
and Xy Xopeoerronns X

The estimated line is denoted as Y = & +pX, Where §, p are the estimated

parameters and Y is the estimated value of Y.
Y

J
Fig'g T X
Taking any point P on the scatter diagram, we have OT = Xi, PT =Yi, RT = \?i
. Residuals or error is
a=Y-Y =PR
These deviations of acutal values from estimated line will be positive or negative

as the actual point lies above or below the estimated line. Squares of these residuas
will be positive.

The principle of least squares is to choose such vaues of § and ﬁ that will
minimise the sum of squared deviations. The necessary condition for it is that the

partial differentiation of qu with respect to o and ﬁ should be equal to zero.
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n 2 PR
e :Zl(Yi _Yi) :g(Yi —G—Bxi)
i= i=
Differentiating w.r.t. & and p we get,

%[Zeﬂ - —2%(\(i ~6-px;)=0

I ze?]= —2%(\4 -6 pX;)X; =0

0
On rearranginz we get two equations
SY, =G +PEX, e (1)
IX,Y, = 62X, +BEX? )
Dividing both sides of equation (1) by n we get
Y=6+BX (3)
Shifting the origin to (X,Y) in equation (2) we get
£(X-X)(Y -¥)=az(X - X)+pz(X -X)*
But (X-X)=0

T(X=-X)(Y-Y) o,

Subtracting(3) from the estimated line Y = & + pX
we get the regression line Y on X,

(Y_V)ZB(X—X) or, (Y—V):rc—Y X

o (X =X)

(o)
fé is known as the regression co-efficient of Y on X.

From (3) we get the value of &
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Y=G+pX o, &=Y-r2tx
Using the same line of argument we can derive the regression line X on'Y

(X-X)= rz—i(v -Y)

(o)
where, f% is known as the regression coefficient of X or Y.
Remarks :

1. The two regression lines intersect at (X,Y) since both the equations are
satisfiedby X =X and Y =Y.

2. If r =0, the two regression lines will be represented by the equations Y =Y
and X = X which are parallel lines parallel to the two axes and perpendicular
to each other at point (X,Y).

3. If r=+1, the two regression lines will coincide.

Finding the angle between the two lines of regression
Two regression lines are

Y=Y+rG—Z(X—>_() .......... (i)
and X:X+rG—X(Y—\7) .......... (ii)
Oy

The gradient of (i) is r% =m, (say)

X

(&)
and that of (i) is _—=m, (say)
X

If 6 be the acute angle between the two lines,

Oy _Toy

0=tan-tl 2" M| _ 1| fO%  Ox
1+ m;m, 1. oy ‘rcy

{e) (6}

X X
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= tan

The other angle between the two lines is (& — 0)
when r=+1,tan0 = 0i.e, 0 = 0 and the two lines coincide

whenr=0,cot0 =0i.e, 0 :% and the two lines are at right angles.

4.4.2 Properties of Regression co-efficients

Property 1 : The covariance, the correlation co-efficient and the two regression co-
efficients al have the same sign.

Proof : cov(X, y) = r oo,

: . foy
Regression co-efficient of Y on X = byy = p=

X

. - roy
Regression co-efficient of X onY = bxy = -

Y

. . oy © ”
Since o, and o, are both positve, o,c, and ——, =% ae al positive.
Ox Oy

- Cov (X,Y), by, by, have the same sign as r— the correlation co-efficient

Property 2 : Correlation co-€fficient is the geometric mean between the two regression
co-efficients.

Proof : The two regression co-efficients are

(e
b — r_Y
YX
Ox
(e
b — r_x
XY c

GM of the two regression co-efficients

(e) (e

[ Oy X

= = r xXTr =
JPyx xbyy oy Oy r

Property 3 : If one of the regression co-efficients is greater than unity numerically,
the other is less than unity numericaly.

Proof : byy -byy =r2
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oy - byy|=12 <1
or,  |byx|lbxy|=r2<1

1
, byy|<——
or | YX| |bXY|

If [byy|>1, then 1 51 o |byy|<1
b

If |byy|>1 then ﬁ<l ~ by |<1
XY

Property 4 : Arithmatic mean of regression co-efficients is greater than the co-
efficient of correlation.

Proof : We know that
AM > GM

byy +b
L 2 X > [byy - byy

byx +bxy
2
Property 5 : Regression co-efficients are independent of the change of origin but
not of change of scale.
i _Xx—-a ,_Y-b
Proof : Let, u-—h , v_—k

where, a, b, h and k are arbitrary constants.

>Tr

Similarly, (Y -Y)=k(v-¥)

Hence, Var(X) =h2?Var(u)

and  Cov(X,Y)=hkcov(uv)
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Cov(XY) hkCov(u,v)
Va(X] = heva(u

Similarly by = 1By,

Cov(u,v)

A%
Then, bYX = Var u) _ﬁ u

_k
h

which are independent of a and b but not of h and k.
4.4.3Standard Error of Estimate

Standard deviation of e, the error term is called the Standard error of the estimate
of Y from its linear regression on X.

1

Var(e) =3¢ (v e=0)
2
~A\2 — (&) —
:%z(Y,—Y,) :%Z (YI—Y)—rG—i(Xi—X)
|
1 2 1 - -\ r’c? 1 N2
=2E(Y -Y) -2 i’.ﬁz(vi Y)(X; -X)+ G)Z(Y ~X(X; - X)

(e) 62
_ 2 y 2%y 2
=0y Zr_cs r6xoy +1°“—--0%
X c%

= 6\2( - 2I’ZG$ + rzc\z(
=65 — 1262
= 0\2( (1— r2)
. Standard error =,/0% (1— r2) =0y (1— r2)
Since Var () >0 we have,
(5\2( (1— r2) >0
or, (1— r2) >0

o, r2<1
-1<r<+1
It has been proved before,
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From Var(e) = o2 (1— r2) we find that if r = O then Var(e) = 62, so that errors
of estimation are as much variable as the observed values, and hence the regression
line is of no help as a prediction formula.

It is also noted that as the numerical value of r increases, Var(e) decreases and
when r = +1, Var(e) = 0 which implies that, for each i,

e=0orY,= \?i

So that all the points in the scatter diagram lie on the regression line and thus, the
regression line becomes a perfect prediction formula. From these observations, it is
clear that the numerical value of r can be taken as a measure of the efficacy of the
regression equation as a prediction formula.

4.4.4Explained and Unexplained Variation

The total sum of sguares of the deviations of the observed values of Y from their
mean can be split up into two components viz., the sum of squares explained by linear
regression of Y on X and the sum of squares unexplained by the regression of Y on X.

Total sum of sguares

™
=<
|

V(Y -Yi)=2B(X; -X)g =BX X —BXzg =0,

from Normal equations]

The first term in equation (i) on the RHS is the component which is explained by
the linear regression of Y on X and the second term is the component which is
unexplained, (see Fig. h)
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Unexplained variation

(¥, —\?i)z

Explained varia-
tion

<l =

(¥, —\?)2

Fig.- h X

R2 : The co-efficient of determination

R? is defined as the explained variation as a proportion of the total variation,
which is explained by the regression model. An R? = 1 indicates that all the variations
have been explained, ie., each predicted value for the dependent variable must be
exactly equal to the corresponding observed value.

At the other extreme, R? will be zero. In this case, the regression equation has
been totally unable to explain variation in the dependent variable. In actual regression
study, R? will seldom be equal to either 0 or 1. Usudly in empirical works, R? is
higher for time-series studies than cross-section studies, as exogenous factors are held
constant in cross-section studies. A low R? indicates the inadequacy of the mode,
which generally arises for the omission of important variables from the model.

The co-€efficient of determination isnot highly reliable asit can be made artificialy
high if too small asampleis used to estimate the model’s co-efficient. So a substantial
number of data observations are needed to fit a regresson model adequately, so that
there is substantial number of degrees of freedom (d;). Degree of freedom is defined
as the number of data observations beyond the mininum necessary to calculate a given
regression co-efficient or statistic. Since R? always approaches zero, statisticians have
developed a method for correcting R? to account for the number of degrees of

freedom. The corrected co-efficient of determination R? is given by

R2-1_(1-R2)| =1 | -
R®=1-(1-R ){n_(Kﬂ)] 0<R%<1
Where, n = Sample size
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k = the number of independent variables in the regression equation

The reliahility of a given regression model will be high when both R? and degrees
of freedom are substantial.

Example : Obtain the equations of the two lines of regression for the data given
below :

X 1 2 3 4 5 6 7 8 9
Y 9 8 10 12 11 13 14 16 15
X Y dx=X-X dy=Y-Y dx? dy? dxdy
=X-5 =Y-12
1 9 -4 -3 16 9 12
2 8 -3 -4 9 16 12
3 10 -2 -2 4 4 4
4 12 -1 0 1 0 0
5 11 0 -1 0 1 0
6 13 1 1 1 1 1
7 14 2 2 4 4 4
8 16 3 4 9 16 12
9 15 4 3 16 9 12
Tx=45 Iy=108  Zdx=0 >dy=0 Tdx?=60 Xdy?=60 Xdxdy=57
X=X _B_ 5. yo2y_108_,,
n 9 n 9
dx=X-X=(x-5); dy=Y-Y=(Y-12)

Regression co-efficients

o _ZX=X)(Y-Y) sdxdy 57
2(Y-Y) Zdy
Regression equation of Y on X :
Y-Y=by,(X-X) oY -12=095 (X - 5)
or, Y =0.95X + 7.25
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Regression equation of X on'Y
(X=X)=b,, (Y-Y)

or, (X-5)=0.95(Y-12)

or, X =0.95Y - 6.40
Example : Estimate the loss in production in a week when the number of workers
on strike is 1800, from the following data :

Mean no. of workers on strike = 800

Mean loss of daily production in *000 Rs = 35

Standard deviation of No. of workers on strike = 100

S.D. of loss of daily production in 000 Rs. = 2

Co-efficient of correlation between No. of workers on strike and

daily production loss = 0.8
Ans. Let the no. of workers on strike be denoted by variable X and the loss of daily
production by the variable Y. In the usua notation we are given

X =800, Y =35, oy = 100, 6, = 2, 1, = 0.8

To estimate the loss in daily production (Y) when the number of workers on strike
(X) is 1800, we need the regression equation of Y on X which is given by
— (e}

Y—Y:rg—z-(X—)_()

or, Y:r&-(X—X)H?
(e}

X

or, ¥ =28%2(x -800) + 35-0.016(X ~800) + 35
The loss of daily production when the number of workers on strike is 1800, is

obtained on taking X = 1800 in the above equation,
Y1800 = 0.016(1800—8000) + 35=16+35 = Rs. 51 (* 000)

Hence the loss in production in a week (6 working days)
= Rs 51 x 5(’000) = Rs. 306 ('000) = 306 x 1000 = Rs. 306000/-

Example : Given the standard deviation o, and o, for two correlated variables X and
Y in alarge sample.

(@) What is the standard error in estimating Y, X if r = 0?

(b) By how much is the error get reduced if r = 0.5?

(c) What is the standard error in estimating Y from X if r =17
Ans. Standard error of estimate of Y for given X
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SEYX = GY \/1— I‘2
(a.) When r= O, SEYX :Gy\ll—0=GY

(b) When r = 05, SEyy = oy 4/1-(0.5)" = 5y /0.75=0.870,

Hence if the value of r is increased from O to 0.5, the reduction in the standard
error of the estimate is :

~0.87c, =(1-0.87)5, =0.130,

(c) whenr = 1, SEyx =0,V1-1? =5,.0=0

45 Summary

Measures of Correlation to find out the degree of association between the
variables.

Karl Pearson’s Correlation co-efficient
(when deviations are taken from the actua means)

[V S USS V)
' B N 6,0

X2y \/Z X — x (y- y)
2. (when deviations are taken from assumed mean)

NXd,d, - Zd, -Zd,
r=

\/dez =dy) \/NZdZ Zd)

where, d, = (X —A) and dy =(Y-A)
3. Inabivariate frequency distribution where f is the frequency

N Zfd,d, —Zfd, -=fd,

\/ N zfdZ - (=fd,) \/ N =fdf - (Zfd )

4. When we deal with actual values of x and y
IXY —IX 2y
\/NZX -(=x) \/NZy y)

5.  Spearman’s Rank correlation co-efficient
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62D?
N3-N
where, D refers to the difference of rank between paired itemsin two series.
In case ranks are repeated
G{ZDZ+112(m2—m)+112(m3—m)+..}
N3-N

R=1-

R=1-
Regression :
6. Regresson equation of x on y :

_x=r2X(y_vy
X —X rgy(y y)
Ox _Z(x=%)(y-Y)
Sy 3(y-y)
(if deviations are taken from actual means of x and y)

=d, -=d,
e s i
c. 2
’ de,—(Zdy)
N

(if deviations are taken from assumed means of x and y)
7. Regression equation of Y on X :

y-y=r-Y(X-X)

Gy

Oy _E(x=%)(y-V)
Sx  2(x-X%)°

(if deviations are taken from the actual means)

=d, -2d

oy _ _

> Zdﬁ—(z?\f)
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(if deviations are taken from the assumed means)
8. Regression co-efficients :

r—= or bxy is the regression co-efficient of x ony.

r— or byx is the regression co-efficient of y on x.

Correlation co-efficient =1 = /by, -by,
9. Standard errors of estimate :

or, Se,, =oc,V1-r?

Standard error of estimate :

2(y-9)°
L =T
o, Se, =o,V1-r

4.6 Questions

1. Choose the correct answer :
(1) The correlation co-efficient lies between

(@ 1and 2 (b) =1 and +1 (c)0and 1 (d) None
(i) If the two regression lines coincide, then r =
@1 (b) -1 (c) £1 (d) O

(@iii)  Two regression linesare2x + 3y —4=0andx + 2y +6 =0
The correlation co-efficient between x and y is

3 3 3 NE
& -3 (b) = CES (@ +2
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(iv)

(V)

(vi)

(vii)

(viii)

(ix)

(x)

(i)
(i)

If the correlation coefficient between x and y is 0.4, then the correlation co-
efficient between 3x and -2y is
(@ 04 (b) 0.4 (c) 1 (d) None

If the two regression lines are mutually perpendicular, then the correlation
coefficient equals

@ o (b) £1 (o1 (d) -1

If byx =-0.8, r = -0.96, SD. of y = 12 then S.D. of x is equa to
@ 12 (b) 20 (c) 10 (d) None
The minimum value of co-efficient of determination is

(a -1 (b) O (o1 (d) None
If x +y = 50 then the correlation coefficient between x and y is
(@ -1 (b) O (01 (d) 0.5

The lines of regression concerning to the variables x and y are given by y =
32 — x and x = 13 — 0.25y. the values of the means are

(@ 6.7, 25.3 (b) 4.2, 9.7 (c) 7.9, 24.8 (d) None
bXy =-0.2, byx = —1.8 then My is equal to
(a) 0.36 (b) 0.6 (c) £0.6 (d) 0.6
2. Fill in the blanks :
Regression co-efficients are affected by change of only.
Pearson’s co-efficient of correlation is a measure of associ ation between
two variables.

(iii)

(iv)
(V)

o0k w

If the sum of sguares of differences of ranks given by two judges of

10 students is 33, then spearman’s rank correlation co-efficient is equal

to .

If one regression co-efficient is greater than unity, then the other must be
than unity.

If perfect agreement exists between two series of ranks then spearman’s rank

correlation co-efficient equals to

Define product-moment correlation co-efficient.

What is a scatter diagram?

Prove that the correlation co-efficient lies between —1 and +1.

What are the limitations of the correlation co-efficient as a measure of association
between two variables?
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10.

11.

12.

13.

Prove that the correlation co-efficient is independent of change of origin and
numericaly it is also independent of the change of scale.

Are the following data consistent?
Cov(x, y) = 14, Var(x) = 5 and Var(y) = 20

Two Judges in a beanty competition rank the 12 entries as :
X 1 2 3 4 5 6 7 8 9 10 11 12
y 12 9 6 10 3 5 4 7 8 2 11 1
What degree of agreement is there between the two judges?

From the following data calculate the co-efficient of rank correlation between
x and vy.

x 32 55 49 60 43 37 43 49 10 20

y 40 30 70 20 30 50 72 60 45 25

The following data gives the marks obtained by 10 students in Accountancy
and statistics.

Studet#n. 12 2 3 4 5 6 7 8 9 10
Marks is

Accountancy 45 70 65 30 90 40 50 75 85 60
Marks in

Statistics 35 9 70 40 95 40 60 80 80 50

Obtain the equations of the two lines of regression for the data below :
X 1 2 3 4 5 6 7 8 9
y 9 8 10 12 11 13 14 16 15

Assuming that we conduct an experiment with eight fields planted with corn,
four fields having no nitrogen fertiliser and four fields having 80 kg of
nitrogen fertiliser. The resulting corn yields are shown in the table in bushels
per hectare:

Field : 1 2 3 4 5 6 7 8
Nitrogen (kgs) : 0 0 0 0 80 80 80 80
Corn yield/Hecture : 120 360 60 180 1280 1120 1120 760

(@) Compute a linear regression equation by least square method. Explain the
meaning of regression equation in terms of fertiliser and corn yield.
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(b) Predict corn yield for a field treated with 60 kg of fertiliser

14. The following table gives the age and blood pressure of 10 women :
Age (X) : 56 42 36 47 49 42 60 72 63 55
Blood
Pressure (Y) : 147 125 118 128 145 140 155 160 149 150
(i) Find the correlation co-efficient between x and y.
(ii) Determine the least square regression equation of Y on X.
(iii) Estimate the blood pressure of a Woman whose age is 45.

4.7 References

1. Kenney & Keeping (1953) Mathematics of statistics, Van Nostrand Co.

2. Bowen and starr (1982) Basic statistics for Business and Economics, Macgraw
Hill.
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Unit 50 Index Numbersand their Applications

Structure
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5.8.1 Stepsinthe Construction of Cost of Living Index (CL1) or, Consumer
Price Index (CPI)
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5.13 Quedions
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5.1 Objectives

Newspapersflashinther head linesthefact that pricesare going up or down, that industrial
productionisrigngor faling, that importsareincreasng or decreasing, that crimesarerisng
inaparticular time period compared to apreviousone. In each and every casewe use‘ Index
Number’ toindicate therise or fall in the economic variables. Themain objectiveof this
exercisewithindex numbersistofed the pulse of the economy. Theseindicatorsintheform
of index numbersarecdled the’ Barometersof economicactivity’ . If onewantstoget anidea
astowhat is happening to an economy, one should look into theimportant indiceslikethe
index number of indugtrial production, agricultura production, businessactivity, GDP, Imports
and Exports.

5.2 Introduction

Historicdly, thefirg index wascongructed in 1764 to comparetheltdian priceindex in 1750
with thepriceleve in 1500. Though originally devel oped for measuring the effect of changein
prices, index numbershave becometoday oneof themost widely used statistical devicesand
thereishardly any fidd left wherethey are not used.

Anindex number isasummary measure of changeisthe magnitude of acertain variable.
For instance, consider the price of food crops. We may beinterested in knowing whether the
price of food crops has changed thisyear ascomparedto last year. We are here comparing
two price situations over time. Secondly, food crops do not comprise a homogeneous
commodity but we have severd cropswith several varieties. By constructing apriceindex
number wetry to summarisethedifferential price movementsof thisheterogeneouscollection
into asinglenumber. Instead of the price of food cropsif weareinterested in the production
of food crops, then the compari son isbetween two quantity situations. Theindex number
concerned isthe quantity index. We may enquire about the pricesof food cropsin Bihar and
Punjabinaparticular year. Thiswill be gpatial comparison. Theoretically thebasic problem of
index number construction remain the same wheether we aremaking inter temporal or spatial
comparisons.

When peopl e say the priceshaveincreased or that the cost of living hasgoneup, it does
not necessarily mean that the pricesof dl commodities have gone up or thet priceshave gone
upequally for al the commaodities, pricesof some commoditiesmay actually havefa len.

We read in news papers that Dearness Allowance of all Govt. employees have been
increased when consumer price index number goes up by certain points. Thus index
number helpsthe Govt. inits policy making exercise.
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5.3 Important Factors regarding construction of Index Number

Thefollowing stepsare considered for the construction of Index Number :
1. Purpose for which theindex number isneeded
The objective of thedesired index number must be stated clearly otherwisethe construction
of theindex number cannot be appropriately carried on. For example, thewholesa e prices
of commoditieshaveto be collected for the construction of thewholesale priceindex number,
whileretail priceswill becollected for the construction of cost of livingindex number.
2. Selection of base year
Supposetheindex number measurestherelative changesinthepriceleve inatimeperiod as
compared to the pricelevel on apreviousdate. The previousdateis known asthe ‘Base
year’ whereastheformer timeperiod iskonwn asthe ‘ current year’ . The selection of the
base period or baseyear isvery impotant. Base year must beanorma year. It should not be
affected by natural calamitieslikefloods, earthquakesor economic depression, boom, war,
grikesetc. Thebase year should not be adistant past relativeto the current year. I f the base
year isintheremote past, it should be shifted to ayear inthe recent past.
3. Selection of itemsto beincluded
Sincedl theitemscannot betaken into cons derati on which requires considerable time and
money, we haveto makejudgement sampling of theitemsingtead of ‘ random sampling . The
representativeitem should possessthefollowing characterigtics:

(8) It should berepresentative of the taste, habits, cussomsand necessities of the peopleto
whom theindex number rel ates.

(b) It should bestablein quality and preferably should be graded or agtandardised one.

(©) It shouldbeasfar aspossiblelargein number. Sincelarger the number thegreater isthe
chance of accuracy.

(d) Thereshould bevarietiesof commoditiesto make them morerepresentative

(e) There should be proper classification of itemsincluded in the construction of index
number

4. Collection of data
Suppose, we are preparing the priceindex number. In aspecified period, the priceof the
commodities concerned do not remain the same for its various brands/grades and also
in al the markets.

In practice, wecollect retail or wholesale prices (depending on the purposeof theindex
number) of thecommaoditiesfrom afew renowned and representative marketsfor some of
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their major brands/grades. Sincethereliability of the priceindex number depends much
on the precision of data on price quotations, such datashould be collected from reliable
SOUrCes.

5. Selection of Average

Thetechnique of index number isused to study the changesin general pricelevel andin
such casesmore than one commaodity have to betaken into account. Here arisethe problem
of selecting an average. Theoretically, any average can be used. But practically achoice
has to be made between Arithmatic mean, median and geometric mean. The geometric
mean is supposed to be the better average so far as the construction of index number is
concerned. In index number we dea with ratios and relative changes and GM gives
equal weightsto equal ratios of change. (GM of ratios = Ratios of GM)

6. Selection of weights

Wei ghts should be assigned in aproper and logical way. But it isdifficult to definerigidly
therational weights. Weights may be perfectly rational for oneinvestigation but may be
quite unsuitablefor another. The purposeof indices, the nature of data decidesasto what
shall constitutetherational weights. Apart from the question of rational weights, another
guestion arises as to whether there should be fixed weight or a fluctuating one. The
simpleanswer isthat it should befluctuating since changing weights aremore accurate as
they givereliability to theindices. Commonly adopted systems of weighting are:

(i) Quantity weights in which the various commodities are attached importance
according to theamount of their quantity used, purchased or consumed.

(i) Thevalueweightsin which theimportanceto the variousitemsis assigned according
to the expenditure involved on them.
7. Interpretation of the Index number

The interpretation of an index number depends on the purpose for which it has been
constructed. Suppose, thewholesale price index number for acountry in 2018 with 2010
as base period is found to be 307.5. This indicates that the general price level of the
country hasincreased 3.075 timesor by 207.5%.

5.4 Construction of Price and Quantity Index numbers

Price Index numbers can be constructed by using two methods (@) aggregative method
and (b) average of pricerelativesmethod.
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(&) (i) SimpleAggregative method
Here ssimple aggregate of actual pricefor the current year isto be compared with that for
the base year

%=zmﬂm (1)
2.Po
P, isthepriceinthe baseyear ‘0" and p, isthepriceinthe current year ‘1.
(a) (ii) Weighted aggregative method

The commoditiesthat areincluded in the construction of the priceindex number are not
of equal importance. For example wheat should be given moreimportance than tobacco
in constructing the whole sale price index number for India. Hence, we must assign
appropriateweights(or relativeimportance) tothe prices of commoditiesand subsequently
construct theindex number.

Generaly, the quantities consumed, produced or sold in the base period, the current
period or some other reference period are used asweights.

If wistheweight attached to a commodity, then the price index number isgiven by

2WPs 100
WP,

Por = ..(2)

5.4.1Various Formulac

By using different systems of weighting we get a number of formulae. Some of the
important formul ae are given below :

Laspeyre'sPricelndex (or Baseyear method)
Taking base year quantitiesasweightsi.e., w = ¢, in (2), we get Laspeyre's Price index
given by

La_ 2P
ped = =110 ,100 ..(3
01 Zpoqo ( )

Paasche’ sPrice Index
If wetake current year quantitiesasweightsi.e., w = g, in(2) we get Paasche’s price Index

Pa Z Pa;
Po1 = x100 (4
o Z PoYy @
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Dorbish-Bowley Price Index
Thisindex isthe arithmatic mean of Laspeyre’sand Passche's price index numbers.

1
PoF =5 et + 6]

:l{zplqo +zp1q1}100 . (5)
2] 2P 2.Poth

Fisher’'sPrice Index

Irving Fisher’sindex isthe geometric mean of Laspeyre’s and paasche's priceindex
numbers and isformulated as

1
1 1
a a o 2
Poy =[p|61 ngl]z = {Zpl% X Zplql} x100 --(6)
2.Po%  2.Po%h

Mar shall-Edgeworth price Index

+
Takingw = % in (2), we get the Marshell-Edgeworth formulafor Price Index :

_2PGta)/2 o
Zpo(qO +0,)/2

_ 2%+ 0,
Z Po(Clo + )

{ Z P, + Z P:Q; } %100
D Polo + 2. Poll
Walsch Price Index

Taking w = ,/q,0, , we get Walsch price index from eguation (2)

w 2Pt
o = 2P 0
> Po+/ Yot

ME
Po1

(7

... (78

. (8)
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Kelly’sPricelndex or Fixed Weight Index

N Ne

k
Po1 = x100 .. (9
01 Z poq ( )
wherethe weightsare the quantities (qg) which may refer to some period (not necessarily
baseyear or the current year) and are kept constant for all periods.

REMARKS

1. Laspeyre'sindex vs Paasche’ s I ndex

Laspeyre' spriceindex isexpected to have an ‘upward bias asit over-estimatesthetrue

vaue, whereasPasche s priceindex hasa' downward bias and isexpected to under-estimate

thetruevaue.

2. Marshall-Edgeworth and Fisher’sIndex Numbers

() Theseformulaeareasort of comjpromisebetween Laspeyre sindex (which hasan upward
bias) and Paasche's priceindex (which hasadownward bias) and provideabetter estimate
of thetrue priceindex.

(i) Fisher’sindex istermed as' ideal index’ sinceit satisfiesthe Time Reversal and the Factor
Reversal testsfor the consstency of Index numbers.

(iii) Boththe Fisher’sided index and Marsha l-Edgeworth index liebetween Laspeyre' sand
Paasche'sindices

5.4.2 Construction of Quantity Index Number

Theformulaefor quantity indicesareobtaned from the Price Index formulae (3) to (9) on
interchanging prices(p) and quantities(q).
Thus for example: Laspeyre squantity index

La_ 2 %hPo _mxlOO
= 100 = ...(10
QOl Zqopox OO ZquO ( )
SR o 2.0hp 2P0
Paasche’squantity index Qb = &1 %100 = X .. (11)
Py I He P
Fisher’squantity index
1
a a v2 Zpoql Zplql 2
QF, = Q2x QF :{ X } x100 .. (12)
01 |: 01 Ol:| Zpoqo Zp]_qo
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M ar shall-Edgeworth quantity Index

ME =MXIOO _ 2 0Py + 2 UiPy 100 (13)
2. 90(Po +Py) 2. GoPo + 2, doPy
ans so on.

5.4.3Valuelndices

Value index numbers are obtained on expressing the total value (or expenditure) in any
given year as a percentage of the same in the base year. Symbolically, the formulais
given by
_ Total vaueinthe current year
%" Total valuein the base year

Zpl%
= o x100 ..(14
Zpo% (14)

5.4.4Simple Aver age of Price Relatives

x100

P
P = Price Relativefor acommodity = p—1><100 ... (15)
0

Pricerelatives are the ssimplest form of the index numbers for each commodity. The
price index for the composite group is obtained on averaging these price relatives by
using arithmatic mean (A.M.) or geometric mean (G.M) or Harmonic Mean (HM).

Priceindex using simple arithmatic mean of therelativesisgiven by :

1
pOlA.M.)=EZ[%x100J _ %.Zp ..(16)

0

where, nisthe number of commoditiesin the group.
Using simple geometric mean of the pricerelatives, thepriceindex isgivenby :

n 1
Po1(G-M.) :|:H {%xlOOJ:I = [Ip]" .. (17)
0
where, IT denotesthe product of the price relativesfor then commodities
. 1
Po1(G.M.) = Anti |09[EZ|09 p} .. (173)
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Using harmonic mean of the pricerelatives, the priceindex isgiven by :

n

_n
P00 2P

Py

Por(HM) = ... (18)

5.4.5Weighted Average of Price Relatives

Asinthe case of aggregativeindex method, we introduce weightswhich isthe value of
commoditiessold, produced or consumed inthe base year.
So theweighted pricerdativesaveraged with the arithmatic meanisgiven by

Zw(plxlOOj

Po
> w
wp
= ZZ—W ... (19)

wherew istheweight attached to the pircerdativep.
Smilarly, weighted GM isgiven by,

Py (weighted AM) =

W
. A 1
Poy(Weighted G.M.) = {H ( 0 ¢ 100} }_ZW (20)
> wlogp
or, p,, (Weighted GM) = Anti log W

Likewise, Weighted Harmonic Meanisgiven by

Po, (Weighted HM) = 2w _ W .. (21)
Z(p‘)mejW 2pw
Py

Remarks: If we usethe baseyear values, p,g, for ‘w’ in (19), thenwefind Laspeyre’s

formula. If we substitute p, q,, thecurrent year valuesfor ‘w’ inequation (21), we get the
Paasche’ sformula

Similarly, if we take w = p,q, in (21) and w = p,q, in (19), we get Laspeyre’s and
Paasche’ sformularespectively.

134

D:\ANSOU\DTP\Statistic for Economic-2 (Alok)
Unit-5\ 6th proof\(Demay Submit)



S0, it should be noted that L aspeyre’ s and Paasche'sindex numbers may be obtained
asthe weighted overages of pricerelatives.

5.4.6 Construction of General Index from Group Indices

The General Index for the composite group of commodities is obtained on taking the
weighted average (usually A.M.) of group indices as given below.

Tiw

Genera Index = S W ... (22

where, | represents the group index and w isthe group weight.
5.4.7 Errorsin Index Numbers

Theindex numbers are subject to some errors. The errors are generally classified as (i)
formulaerror. (ii) sampling error and (iii) homogeneity error.

Theformulaerror arises dueto the choice of aparticular formulain the construction of
an index number. Thereisno universally accepted formulawhich can measure the price
change exactly. Hence each formulais subject to someinherent errors.

Thesampling error arises dueto the selection of commodities out of completelist. All
commaodities of the base and current periods cannot beincluded in thelist. Sotherewill
beasampling error. Naturaly, asthe number of commaoditiesincluded increases, sampling
error decreases.

Homogeneity errorsarisesdueto the fact that index numbes are cal culated from data
on binary commodities. But it should be based on all the commodities marketed in the
base period and current period. With the passage of time, many old commodities disappear
and new commodities appear in the market. So, asthe gap between the base period and
the current period increases, the homogeneity error also increases.

5.5 Test of Consistency for Index Number Formulae

Irving Fisher has considered certain tests in order to judge the efficiency of an index
number.There are 3 such tests-timereversa test, factor reversal test and circular test.

Time Reversal Test

According to this test, agood formula of index number should be time-consistent. The
test requiresthat we should get the same picture of the changeinthe pricelevel if the base
and current periodsareinterchanged. Symbolically, I <1 =1. .. (23)

Anindex number formulawhich obeysthisrelationissaid to satisfy thetimereversal
test. Form example, if the price of acommodity changesform Rs. 4 per unit in 2000to Rs
5/-in 2009, the pricein 2009 is 125% of the pricein 2000, and the pricein 2000 is 80%
of the pricein 2009. The product of the two priceratiosis1.25 x .80 = 1.

Timereversd test issatisfied by smpleaggregativeformula Marshd|-Edgeworth formula,
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Fisher’sideal index formulaand ssimple G.M. of relativesformula.
Factor Reversal Test

Anindex number formulaissaidto satisfy the factor reversal test if the product of price
and quantity indices givesthetruevalueratio. Symbolically,

Pnd,
p.. xXQ = —Z .. (24)
on on Z Podo

It thus statesthat the product of priceratio and quantity ratio equa sthevalueratio. For
example, suppose pricerisesfrom Rs. 4 to Rs. 8 quantity risesfrom 10 to 30 units. So, the

8 30
product of price and quantity ratios = Zx_ =6. Thisis equal to the value ratio =

10
Pty 4x10
Fisher’sided indexistheonly formulawhich satisfiesthistest.
Circular test

Thisisanextenson of timereversd test. Anindex number formulaissadtosatisfy thecircular
testif thetime-reversd test issatisfied through anumber of inter mediateyears. Symbolically.
log X 1o X g X Xl gy X 1p =1 .. (25)
Thismeansthat therelationissatifiedinacircular fashionthroughOto 1, 1to 2, ..., (n—
1) ton, andfinaly from nback to zero. Smpleaggregativeformulaand sSmpleGM of relatives
formulasatidfy thistest. Weighted aggregativeformulaand weighted GM of relativesformula
satisfy thistest if constant weightsareused for al time periods.

5.5.1 Fulfilment of Tests of Index Numbers

Theorem 1: Neither Laspeyres formulanor Paasche’sformulaobeystimereversa or
factor reversal tests.
Proof : Timereversal test may be symbolicaly expressed as, | , xI . =1. Now, using

Laspeyres formula, |(§n =% (omitting 100). Interchanging the suffixes 0 and n,
Polo

L Zpo%
no anqn .
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1L gt = 2Pao, 2Pl
no
Yo 2Pl
Thus, Laspeyres formuladoesnot obey thetimereversa test.

Again, using Paache’sformula, 1P = anqn (omitting 100).

Z 0 n
Interchanging the suffixeso and n, 1P = m
Z pan
Now, 17 x1P. = 2Podn  2Poo _

> PoA, Zm%

Thus, Paasche's formula does not obey the time reversal test.

Now, one factor-reversal test requires, P, xQ,, = 2P . From Laspeyres price

Z pan

inex, Py, = S byl . Interchanging p and g, We get Laspeyres quantity index,
0 0
Q anpO
on —
2. oPo

PL Q Z pan Z qnpO Z pnqn
o T Pollo . 2 oPo 2 Pollo
Thus, Laspeyres formuladoes not satisfy factor reversal test.

Again, Paasche price index = P, = %
qun

Interchanging p and g, we get Paasche Quantity index = Q Z 9Pn

Z%pn .

P Q= 2Padn 200y, 2Pl
on on
> Pt 2P 2 Poll
Thus, Paasche formuladoes not obey the factor-reversal test.

Theorem 2 : Show that Fisher’s Index Satisfies (a) Time reversal test and (b) Factor-
reversal tes.
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Proof : (a) Timereversal test requires. | x 1 =1

2 Pado 2. PnGhn

Now, from Fisher'spriceindex formula, ! on = \/Zp q Zp q (omitting 100).
o™0 O™n

Z Pndn Z pan

NOW,IF _\/an% anqn Zpoqn Zpqu
o S Podo 2 Pol 3Pl Y Pao

= 1. 0, Fisher’'s formula obeystime-reversal test.

Interchanging 0 and n, |rF]0 _ \/ > Pody, Z poQo

(b) Factor Reversdl test requires, P, xQ,, = anqn From Fisher’'s formula,

> Polo

_\/anqo anqn
Fon 2. Po% Zpoqn

Interchangingp and g, QF_ = \/%?EO y ggngn
0r0 oMn

e 55 T T
ZpQQQ Zpoqn Zquo Zqopn zpoqo

Thus, Fisher’sformula obeys factor reversal test also. Henceit istermed as Fisher’s
ideal index.

Question : Examine whether Edgeworth-Marshall formula obeys(a) Time reversa
test, (b) Factor reversal test.

Ans. (@) Our timereversal test requires, | x 1 =1

no

From Edgeworth Marshall price index, IE,':" =M.
Z Po(do +4d,)

Interchanging o and n, 1EV = _2.Po(@ +%)
> Pa(Cy +0o)

So, 1818 = 2Pa(% *Gn) 3 Po(%h + o) _
S Do(Go+ ) 2 Pn(Gy o)
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Thus, Edgeworth-Marshall formulaobeysthetimereversal test.

(b) Factor-reversd test requires, P xQ,,, = 2P0y :

> Polo

_ 2Pa(Go+Gh)
2 Po(Go +0n)
Interchanging p and g, we get Edgeworth-Marshall quantity index,

QM = >.9,(py +P,)
on Z%(po+pn) '

So, PEM x QEM — > Pn(do +45,) o >.9,(po +P,) » anqn .
Lo on Zpo(qO +0d,) Zqo(po +Ppy) zpoqo
So, Edgeworth-Marshall formula does not obey the factor reversal test.

5.6 Chain Indices

From Edgeworth-Marshall priceindex, P

The chain base method consists in computing a series of index number by a suitable
method for each year with the preceding year as the base year.

The stepsin the construction of the chain base index number may be summarised as
follows:

1. For each commaodity express the price in any year as a percentage of its pricein
the preceding year. Thisgivesthe Link Relatives’ (L.R.). Thus,

LR for periodi = P-x100,  (i=1,2..r) .(26)
i-1
2. Chain BaseIndices (CBI) areobtained from the Link Relatives (LR) by theformula

current year L.R. x Preceding bear C.B.I
100
The CBI for thefirst period being the same as FBI (Fixed BaseIndex) for thefirst period.
Conversion of Chain Base Index Number to Fixed Base Index Number
Fixed Base Index (FBI) numbers can be obtained from the Chain Base Index (CBI)
numbers by using thefollowing formula:

Current year CBI x Previous year FBI
100

CBI for any year = .(27)

Current year FBI = ... (28)
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TheFBI for thefirst period being the same asthe CBI for thefirst period.
5.6.1 Chain Base vs Fixed Base M ethod

Thefixed baseindex numbers become more and moreinaccurate asthe distance between
the base period and the current period increases. As the chain base index numbers are
based on anumber of link-indices, they are more accurate than fixed base method specially
inlong-term comparison.

Further, achainindex fully utilisestheinformation regarding pricesand quantitiesof al the
intermediate periods between the base period and the current period. But afixed baseindex
isbased on data of the base period and current period only.

Somearguethat asachanindex isobtained by multiplyinganumber of link indices, it may
involveacumulative error. However, thereisno convincing proof of thisstatement.

Lagly, fixed baseindicesare easier to cd cul ate and aremore easily understood than chain
base method.

5.7 Base Shifting, Splicing and Deflating of Index Numbers

1. Base Shifting : Base shifting means changing of the given base year of aseriesof index
numbers and recasting them into anew series based on some recent new base period.

Taking theindex number of thenew base year as 100, the seriesof index numbers, recast
with anew baseis obtained by theformula:

Old Index number of the year

Recast index number of any year = . % 100... (29)
Index number with new base year
= 190 x (old index number of the year) --- (30)
Index Number with new base year

In other words, the new seriesof index numbersisobtained on multiplying theold index
100
Index No. with new base year

Example: Thefollowing aretheindex number of wholesale pricesof acertain commodity
based on (1972 = 100).

numberswith acommon factor :

Year: 1972 | 1973 | 1974 | 1975 | 1976
Indexno: | 100 | 108 | 120 | 150 | 210

Shift the baseto 1974 and obtain the new series.
Ans. Shifting of basefrom 1972t0 1974
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Year (1) Index no (2) (3) Index no. (Base 1974 = 100)
1972 100 % x100=83.33

1973 108 % x108=90.00

1974 120 % x120=100

1975 150 % x150 =125

1976 210 %8 x210=175

100
iplvi =—=0.8333
Multiplying factor 120

Working formula: (3) = %x (2)=0.8333%(2)

So the new series with (1974 = 100) asthe base year is:

1972 | 1973 | 1974 | 1975 | 1976
83.3390.00 | 100 | 125 | 175

2. Splicing : Thetechnique of splicing consists in combining two or more overlapping
series of index numbers to obtain a single continuous series. This continuity of the
series of index number isrequired to facilitate comparisons.

L et us suppose that we have a series of index numbers with some base period, say,
‘a anditisdiscontinuedintheperiod ‘b’ and with period ‘b’ asbase, a second series of
index numbers (with the sameitems) isconstructed by the same method. The two series
are put together or spliced together to get a continuous series.

The spliced index number may be obtained asfollows :

Index no. of current year x old index no. of new base year

liced index no. =
P 100

_ Old index no. of new base year
B 100

x Index no. of current year ... (31)
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Example: Two seriesof index numbers, seriesA with 1974 asbase and series B with 1980
ashasearegiven beow : (1) splicetheindex B to index A (2) splicetheindex A toindex B

Splicing
Year
SeriesB SeriesA
SeriesA SeriesB splicedto Splicedto
I ndex I ndex SeriesA SeriesB
(1974 = 100) (1980 = 100) (1994 = 100) (1980 = 100)
100
—x100=25
1974 100 100 200 X
100
—x120=30
1975 120 120 200 X
100
—x150=375
1976 150 150 200 X
100
—x200=50
1977 200 200 200 X
100
—x300=75
1978 300 300 200 X
100
—x350=875
1979 350 350 200 X
1980 400 100 400 100
400
——x115=460
1981 115 100 X 115
400
——x90=360
1982 90 100 X 90
400
——x95=380
1983 95 100 X 95
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Splicing
Year
SeriesB SeriesA
SeriesA SeriesB splicedto Splicedto
I ndex I ndex SeriesA SeriesB
(1974 = 100) (1980=100) | (1994 =100) (1980 = 100)
400
——x102 =408
1984 102 100 X 102
400
——x110=440
1985 110 100 X 110
400
——x98=392
1986 98 100 X 98

Note : In 4th column we have done forward splicing. In the last column we have
done backward splicing
3. Deflating of the price index numbers : Deflating means adjusting, correcting or
reducing a value which isinflated. Hence by deflating of the price index numbers we
mean adjusting them after making allowance for the effect of changing price levels.
The purchasing power is given by the reciprocal of the index number and the real
income (or wages) are obtained by the formula:

Money or Nomina Wage's><
Price Index
Therea incomeis also known as deflated income.

Example: Given the following data :

Real wages= 100 .. (32)

Consumar
Year Price Index
weekly take home pay
(wages)
1968 109.50 112.8
1969 112.20 118.2
1970 116.40 127.4
1971 125.08 138.2
1972 135.40 143.5
1973 138.10 149.8
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(i) What wasthe real average weekly wage for each year?

(i1) Inwhich year did the employes have the greatest buying power?

(i1i) What percentageincreasein theweekly wagesfor theyear 1973 isrequired (if any) to
providethesame buying power that the employeesenjoyed inthe year in which they had the
highest real wages?

Calculations of Real Wags

Year Weekly takehome Consumer Real wags

wages(Rs) Pricelndex (R

(2)

€y ? €) (4) = 6x100
1968 109.50 112.8 97.07
1969 112.20 118.2 94.92
1970 116.40 127.4 91.37
1971 125.08 138.2 90.51
1972 135.40 143.5 94.36
1973 138.10 149.8 92.19

(1) Real weekly wages (Rs) aregiveninthelast column (4)

(i) SinceRedl wages are thehighest in 1968, the employees had the highest buying power
in1968.

(iii) In order that empl oyees had the same buying power in 1973 asthey enjoyedinthe
year 1968, thereshould be an increaseof Rs. 97.07 —Rs. 92.19 = Rs. 4.88 in their weekly
wages. Hencethe required percentageincreasein their weekly wagesis

488 100=5.29
92.19

5.8 Cost of Living Index Number

Cogt of livingindex numbers also termed as‘ Consumer Pricelndex Numbers' or ‘ Retall
Pricelndex Numbers aredesigned to measurethe effectsof changesin the pricesof abasket
of goods and services on the purchasing power of aparticular section or class of society
during any given (current) period with respect to somefixed (base) period. They reflect upon
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the averageincreasein the cost of the commodities consumed by a class of people so that
they can maintain the same standard of living in thecurrent year asinthe baseyear.

Suchindicesare helpful in wagenegotiations and dearnessdl owanceadjusmentsetc. The
Govt. canmakeuse of suchindicesinframing wagepolicy, pricepolicy, rent control, taxation
and general economic palicies. Changesin the purchasing power of money and rea income
can bemeasured and markets of particularskinds of goodsand services can beandysed with
thehelp of theseindices.

Construction of cost of livingindex numbers

Cogt of Livingindex numbersareconstracted by thefollowing methods:

(i) Aggregate Expenditrue method or Weighted Aggregate M ethod

In thismethod, the quantities consumed in thebase year are used asweights. Thus,

Cost of livingindex = 2=P1% 100 (33
PoYo

whichisnothing but L aspeyre'spriceindex

(it) Family Budget Method or Method of Weighted Relatives:

In thismethod the cost of living index isobtained on taking thewei ghted average of price
relatives, theweightsbeing the values of the quantitiesconsumed in thebase year. Thus,

| = PriceRelative= L 100 andw = p g,
Po

WI
Then, cost of living Index = Z—W .. (34)

Subgtituting thevaluesof W and | we get,

Py
P.q xlOOj
Z 0 O(po — Zpl% %100

> Podo 2. Poo
Whichisthe same Laspeyre’sIndex aswefound in equation(33). So the cost of Living
index numbersobtained from thesetwo methodsare the same.
Remark : Purchasing power of arupeein the current period as compared to the base
100
Cost of Living Index Number

Cost of Living Index =

period isgiven by parchasing power of Rupee= .. (35)
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5.8.1Stepsin the Construction of Cost of Living Index (CLI) or, Consumer
Pricelndex (CPI)

Cog of living index numbes are goecid-purposeindex numbers measuring therelaive change
inthe cost for maintaining similar standard of living of agroup of peopleintwo different
situations. It measures the relative change in the amount of money required for equal
consumption under two different situations. It representsthe average changesin pricesover
timepaid by the ultimate consumer for specified goods and services. Henceitisalso caled
“consumer priceindex number”. Generally the consumption pattern varieswith the class of
peopleand thegeographical area. Hence, cogt of living index must dwaysrelateto aspecified
classof peopleand specified geographicd area.

Thestepsinthe congtruction of acost of livingindex areasfollows:

(1) Weareto decide onthe class of peoplefor whom theindex number isintended.

(2) Thenext stepisto conduct a“family budget enquiry” inthe base periodrelating to the
classof peopleconcerned by the method of random sampling.

(3) Theitemsof expenditure are classfied in certain main groups—food, clothing, fuel and
light, housing and miscellaneous. These groupsare further sub-divided into smaller groups
and sub-groups so that theitemsareindividua ly mentioned.

(4) Retail pricesof theitemsat regular timeinterval s should be coll ected from important
locd markets.

(5) For eachitem, therewill beanumber of price quotations covering different qualities
and markets. Weareto take thes mple average of them asthe pricereativefor theparticular
year.
(6) A separateindex number isthen computed for each group by themethod of weighted
averageof pricerdatives.

The weight given isthe percentage of expenditure on an item in relation to the total
expenditurein thegroup, asobtaned from thefamily budget data.

(7) Theweighted, average of thegroup index numbersgivesthefinal cost of living index
number. Heretheweight of agroup index isthe percentage of totd expenditureonthat group,
asobtained fromthefamily budget data.

(8) Thecost of living index numbersaregeneraly constructed for eachweek. Theaverage
of the weekly index numbersistaken asthe index number for amonth. The average of
monthly index numbersgivesthecost of living index for thewholeyear.

5.8.2 Uses of cost of Living Index Number

(1) Cost of livingindex (CLI) numbersare primarily used for the cal cul ation of deamess
alowance (DA) so that the same standard of living asin the base year can be maintained.
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(if) Thereciprocal of the cost of living index may be used to measurethat purchasing
power of money.

(i) Cogt of living index numbers are a so used to find the real wages by the method of
defltion.

5.9 Uses of Index Number

Anindex number isused to measurethe average changein aset of related variables over two
different timeperiodsor two different places. Themos commonly used index numbersrelae
to pricesof seleted group of commdities, volume of productionin different sectorsof an
industry, quantum of exportsand importsof different commoditiesand businessactivities.
Priceindex numbersare used for variouspurposes. A wholesale priceindex number isused
to measure thechangein the generd pricelevel of acountry, to reved theflactuationsin the
purchasing power of money, and to sudy the general economic and businessconditionsof the
country. A cost of living index number primarily servesasameasure of changeintheretail
pricesof agpecified set of goodsand servicesrepresenting the consumption level of thegiven
group of people. Such indices also help in wage negotiations, for adjustment of dearness
alowance, for determining real income, and inframing policiesrelating towage, price, rent
control, taxation, etc. Index number of stock prices are used by economists, bankers,
speculatorsfor different purposes.

Index number of industrial production presents the position in productivity in the
current period relative to the base period. Similarly, index number of business activity
reveals the progress in business conditions.

5.10 Biasin I ndex Number

Inabivariate datare ating to the variables x and y, the weighted coefficient of correlation
is,

fx fx Y f
My = covx.y) where cov(x, y) = 20y 2 Z Y
5 2t 2f 2f
Let x = price relative = % y = quantity relative = % and f = value in the base
0 0

period = p,Q,.
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> poqo-&-% > poqo-& > poqo-q*n
So, cov(X, y) = Po Y Po do

> Polo > Po% . > Polo

_ anqn _anqo .anpo
T 2Plo 2 Podo XG0P

_ 2Pln 22GhPo 2Pl 2.%nPo _
= 2Pl 2Py 2Pode 2oy pra trha=haFemly)
Now, from the law of demand we know that there is an inverse relation between
price and quantity demanded, ceteris paribus. So, the correlation between price and
quantity relativesis negative, My < 0. Itimplies, cov(x, y) <0, or, Lq(Pp - Lp) <0.
As Lq >0, Pp— Lp< 0, or Pp < Lp.
Thus, Laspeyre's price index has an upward bias than the Paasche's price index. In
other words, Py has adownward bias than L,

5.11 Some Worked out Examples

Example: What isthe difference between Laspeyre's and Paasche's systems of weights
in compiling a price index? Calculate both Laspeyre’s and Paasche's aggregative price
indicesfor the year 1960 from the following data.

Commodities Quantities Prices per unit
1959 1960 1959 1960
A 3 5 2.0 25
B 4 6 25 3.0
C 2 3 3.0 25
D 1 2 1.0 0.75

Ans. In Laspeyre's price index, base year quantities are taken as weights and in
Paasche’ s priceindex current year quantities are taken asweights.
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Calculation of Laspeyre sand Paasche' sPricelndices

Commodities | 1959 |1960 | 1959 | 1960 | p,d, | Py, P,0o p,a,;
@ [@) [ Py | (p)

A 3 5 2.0 25 6.0 10 75 125

B 4 6 25 3.0 | 100 15 12.0 18.0

C 2 3 3.0 25 6.0 9 5.0 7.5

D 1 2 1.0 0.75 1.0 2 0.75 15

Totdl = 3 Polo = 23, Poth =36, Pydlo = 25.25, 5 pay =39.5

Laspeyre'sPrice lndex for 1960 (1959 = 100)

2 P 25.25
Poi "o, 07 2300

Paasche’'sPrice Index for 1960 (1959 = 100)

x100=1.0978 x 100 = 109.78

39.50
Z plql % 100 —

ppe = x100=1.0972 x 100 = 109.72
1 > poq 36.00
Example: (a) Using paasche'sformulacompute price and quantity index no for 1977
Commodity Quantity Vaue

1966 1970 1966 1970
A 100 150 500 900
B 80 100 320 500
C 60 72 150 360
D 30 33 360 297

(b) For the above problem also compute priceindex by

(i) Marshall

(i) Fisher’s Formula

(iii) Dorbish — Bowley Formula

(iv) Walsch Formula

— Edgeworth formula
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Computation of Indicesby different formulae

Commodities | o, | a; | P% | P9 | P P, P | Pody
A 100 | 150 | 500 | 900 | 5.0 6 600 750
B 80 | 100 | 320 | 500 | 4.0 5 400 400
C 60 | 72 | 150 | 360 | 25 5 300 180
D 30 | 33 | 360 | 297 | 120| 9 270 396
Total 1330 | 2057 1570 | 1726
(@ P5; =MX100 = 2057 100=1.192 x 100 = 119.2
Zpo% 1726
a5 =%x100 _ %xlOO: 1.31019 x 100 = 131.019
140
(b) (i) Por = LPuo* 2Pl 105 (—2057+1570j><100
o S polo + . Pt ~ 1726 +1330
3627
= 2055 x100 =1.1868 x 100 = 118.68

1
. Ypde Dp; 2 1570 2057
(ii) Po { X %100 = . [| =——x—— |x100
T Y ot D Polh 1330 1726

= /(1.1804x1.192) x100 = /118.04x119.2) =118.62

DB= + —
(i) Por’ =7 21330 " 1726

2Pl X Po%h

1 237.245
= > (118045 + 1.192) x 100 =

=118.6225
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Computation of Walsch Price Index

1 1 1
Commodity A% (0,90)2 P (hdo)2 | Po(Ghdo)?

A 15000 122.47 734.82 612.35

B 8000 89.44 447.20 357.76

C 4320 65.73 328.65 164.33

D 990 31.46 283.14 377.52

Totd 28310 1793.81 1511.96

1
o — 2P1-(%0%)” Pr(G®h)* 109 = —gii"gé x100 = 118.64

> Po-(Aoth)?

Example : Find out Fisher’'s Index from the following table and prove that this index
satisfiestime reversal test.

1975 (Base year) 1975 (Base year)
Commodity Price Value Price Vaue
A 4 16 6 12
B 6 24 4 32
C 8 40 10 30
D 10 50 15 45

We know value = Price x Quantity
Calculationsfor Fisher’sPrice Index

Commodity Price | Value | Price | Vaue| q, a, PoYy P10,
Py [ (Pody) | (PY) | (Py0y)
) @1 6 |4 B |32 |(5)4)
A 4 16 6 12 4 2 8 24
B 6 24 4 32 4 8 48 16
C 8 40 10 30 5 3 24 50
D 10 50 15 45 5 3 30 75
Total 2. P 2P0, 2P0 | 2P
=130 =119 =110 | =165
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Fisher’sPrice Index (without the factor 100)

pgl:\/zpl%prl% _\/

2. P% 2Pt

plFo _ \/Z Pody y Z Podo
2P 2 P

Poy X P

F 19635 14300
o=\ 12300 < 10635 = L
14300 19635

165x119 \/19635
130x110

14300

|

110x130 _ \/14300
119x165 ~

Hence Fisher’'s Price Index Satifies

Time Reversal test,

19635

Example: Compute Fisher’'s Index number from the following data
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(Baseyear) (Current year)
Commodity Price Expenditure Price Expenditure
A 5 25 10 60
B 1 10 2 24
C 4 16 8 40
D 2 40 5 75
Apply Factor Reversal Test to the above Index
We know Expenditure = Price x Quantity
Calculation of Fisher’sIndices
(Baseyear) (Current year)
Commodity (1) Price (2) Expenditure (3) | Price(4) |Expenditure (5)
A 5 25 10 60
B 1 10 2 24
C 4 16 8 40
D 2 40 5 75
2. Pody =91 2P0, =199
152




do d; Pod, P1%
=(3)/(2) =(9)/(4)
(6) (7) 8 )
5 6 30 5
10 12 12 20
4 5 20 32
20 15 30 100
2P0 =92| > p,g, =202

Fisher’'sPricelndex

ﬁéJZM%XZm%:/m21% 100

2P0 2. Pols 91 92
40198
8372

Fisher’sQuantity Index

(f_JZ%%XZm% (92 199
o1 = =
Z GoPo Z P10 91 202

Hence, thefactor reversal test demandsthat Py, x Qf, =V,

FOF - [202 199 92 199 199 Y pyq, _
Po1 X Qo =
oL 92 91 202 o1 Y o

.. Fisher's|deal Index No. satisfies both Time and Factor Reversa Test.

Example : Computation of consumer price index number for 1996 (1995 = 100) by
Aggregativeexpenditure method

x100= 1/4.8015 x100 =2.1912 x 100 = 219.12

=V, (proved)
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Commodity | Quantity Po P, P19 PoYo
(1995) | (1996)

A 6 5.75 6.00 36.00 34.50
B 6 5.00 8.00 48.00 30.00
C 1 6.00 9.00 9.00 6.00
D 6 8.00 10.00 60.00 48.00
E 4 2.00 1.50 6.00 8.00
F 1 20.00 15.00 15.00 20.00

D P =174 | > p,a, =146.5

Consumer Price Index = ﬁxloo = ﬂxlOO =118.77
Z Podo 146.5
CPI by the Family Budget Method
Commodity| Quantity| p, (o [%xlooj =P| PA,(=V) pVv
o
(1995) | (1996)
A 6 5.75 6.0 104.34 345 3600
B 6 5.00 8.0 160.00 30.0 4800
C 1 6.00 9.0 150.00 6.0 900
D 6 8.00 10.0 125.00 48.0 6000
E 4 2.00 15 75.00 8.0 600
F 1 20.00 | 15.0 75.00 20.0 1500
Z pV =17400 Z V =146.5
Z pv 17400

CPI = ZV ~ 1465 =118.77
.. Both the methods produce the same result.

5.12Summary

Thefollowing aretheimportant Formul ae used for the construction of Index Numbers.
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Simple Aggregative Index Po; = %p x 100
0

SimpleAverage of Price Relative Index

s Pii100
P =—2
o1 = N
Weighted Aggregative Indices
Laspeyre's Index Poy = 2P x100
o%o
Paasche’s Index Po; = 2P x100
oth
i DB L+P
Dorbish-Bowley’sIndex Pp; = 5

Fisher's Ideal Index ph, = \/ 2Py Z P . 100

> Py Z Pol1

Z pl(qO ql) %100

Marchall-Edgeworth’s Index pm S po(dy + )
0\™0 1

Kdly’'s Index plc(n =

Walsch's Price Index Po; = 2Py x 100
2. Po~/Go

Z WP
Weighted Average of Price Relative Method Por = W

Where, ‘W’ standsfor the value of commodity consumed.
Consumer Price Index

Z P9
=72 «100
& > Pody
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S wi

2 W Wherel = g—leoo and W =p,q,

Time Reversal, Factor Reversal and Circular Tests

Time Reversd Test in satisfied when py, x p,p=1
[i.e., when base period(0) and current period(i) arereversed]

Factor Reversal Test is satisfied when P, xQ,, :% and Circular Test is
Polo

satisfied when py, X py, X pyp =1
5.13 Questions

A. Choosethe correct answer

(1) Fisher'sided index is
(@ AM of Laspeyre's and Paasche'sindex
(b) Median of Laspeyre's and Paasche’sindex
(c) GM of Laspeyre's and Paasche'sindex
(d) None of the above

(i) Factor Reversal test is satisfied by

() Laspeyre’'sindex (b) Paasche's index
(c) both (a) and (b) (d) Fisher’sindex
(ilf) Fixed-base index and chain-base index are equal when the formula satisfies
(@ circular test (b) Timereversa test
(c) Factor reversal test (d) none of the above

(iv) Laspeyre'sindex isbased on
(a) current year quantities (b) baseyear quantities
(c) averageof current and base year quantities
(d) none of the above

(v)  If theconsumer priceindex for middle classpeoplein Delhi in 2010 with 2000 asbase
periodis225, thentheretail priceshaveincreased onthe average

(8) 225% (b) 25% © 125% d) 22.5%
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()

(Vi)

(viii)

(ix)

)

Congtructing onecontinuous seriesfrom two different index number serieswith acommon
baseis

(@ deflaing (b) base shifting

(c) splicing (d) noneof the above
Timerevesal test issatisfied by

(8 Laspeyre'sindex (b) Simple GM of pricerelatives
() Marshall-Edgeworthindex (d) both (b) and (c)

If the pricesof all items changein the sameratio, then

(& Laspeyre'sindex = Paasche'sindex

(b) Laspeyre'sindex < Paasche'sindex

(¢) Laspeyre'sindex > Paasche'sindex

(d) None of the above

The best averagein construction of index number is

@ AM (b) GM (©0 HM (d) Median
Weighted HM of pricerelativesusing current year value asweightsis

(& Paasche'sindex (b) Fisher'sindex

(¢) Laspeyresindex (d) Bowley’sindex

B. Trueor False

(i)

(i)
(iii)
(iv)

(v)

Marshall - Edgeworth priceindex number lies between L aspeyre'sand Paasche's
priceindex numbers.

Factor reversal test issatisfied only by Fisher’sindex
Laspeyre' spriceindex isbased on current year quantities

Weighted AM of pricerelativeswith base period values asweightsgive Laspeyre's
formula

Chain base index numbers are easier to calculate than fixed base index numbers.

C.Fill intheblanks:

@)

Link indicesare successively multiplied to obtain indices.
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(i) Fisher'sindexiscalled  index

(i)  Purchasing power of moneyis___ proportiona to the priceindex
(iv) Costof livingindexisalsoknownas___ priceindex

(v) Bowley’'sindexisthe__ mean of Laspeyre's and Paasche's Index

What isan Index number? What areits uses?
Discussthe problemsin the construction of index number

Show that Laspeyre’s and Paasche's price index numbers can be obtained by the
method of averaging price-relatives as well as by aggregative method.

4.  What are the tests proposed by Fisher for checking the goodness of an Index
Number?

Do theLaspeyre’' sand Paasche' s priceindex numbers satisfy thesetests? Mention
an index number that satisfies them.

5. Show that Marshall -Edgeworth priceindex number isweighted Arithmatic Mean
of pricerelatives.

What is meant by cost of living index number? How it is constructed?
What is meant by

(@) Baseshifting (b) Splicing and (c) Deflating of index numbers?
8.  From thefollowing data calculate
(i) Laspeyre's (i) Paasche's

(iif) Marshall-Edgeworth’s and
(iv) Fisher’s Price index numbers for 1986

(1976 = 100) (1986)
Commodity Quantity Money value Price Money value
A 10 40 5.50 66
B 6 18 4.40 22
C 5 75 18.20 91
D 8 48 7.60 76
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6.6.10 FittingaNormal Distribution to an observed Distribution
6.6.11 Importance of Normal Distribution
6.6.12 Someworked out examples on Probability Distribution
6.7 Moment Generating Function
6.7.1 MGF of Binomial Distribution
6.7.2 MGF of Poisson Distribution
6.7.3 MGF of Normal Distribution
6.8 Summary
6.9 Quegions
6.10 References

6.1 Objectives

Theory of Probability isthe foundation of research Methodology. It isone of the major
building blocks of statistical inference which is at the heart of research methodol ogy.
Statistical inferencerefersto the process of selecting and using asample statistic to draw
inferences about a popul ation parameter. It isconcerned with using probability concept
to deal with uncertainly in decision making. Statistica inferencetreatstwo different classes
of problemsviz., ‘Hypothesstesting’ and ‘ Estimation’. Hypothesistesting isto test some
hypothesis about the parent popul ation from which the sampleisdrawn.

L et us assume that the purchase manager of a machine tool making company has to
decidewhether to buy castingsfrom anew supplier or not. The new supplier claimsthat
his castings have higher hardness than those of hiscompetitors. If the claimistrue, then
it would beworth whileto switch over from theexisting suppliersto thenew one. However,
if the claim is not true, the purchase manager should continue to buy from the existing
suppliers. In such aprobabilistic dilemma, testing of hypothesis provides such atool to
the decision maker which helpshim arrive at convincingly near-accurate solution. This
tesing of hypothesistechniqueistotally based on the theory of probability.

6.2 Introduction

If an experiment is performed repeatedly under essentially homogeneousand similar
conditions, the result (outcome) may be classified asfollows:

(i) Unique or certain
(i) not definite but may be one of the possibilities depending on the experiment.
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The phenomenon under (i) isdeterministic or predictable phenomenon. Most of the
outcomes of the experiments under physical and chemical sciences are of this nature.
However, phenomenaunder (ii) are unpredictable or probabilistic phenomena. These are
observed in economics, businessand socia sciences. Evenin our day to day lifewefind
such unpredi ctable phenomena.

() In case of anew born baby, the sex can not be predicted with certainty.

(b) A salesmanager can not say with certainty if hewill achievethe salestarget.

(c) If the electric bulb haslasted for 3 months, nothing can be said about itsfuturelife
(d) Whiletossing auniform coin we are not sure if we shall get head or tail.

Inall these casesthereisan e ement of uncertainty or chance. A numerical measure of
uncertainty isprovided by avery important branch of atisticscalled the' theory of probability’.

Thetheory of probability hasitsorigininthe gamesof chance related to gambling, for
instance, throwing of diceor coin, drawing of cardsfrom apack of cardsand soon. Themain
contributorsto the development of theory of probability and itsapplicationsare : French
mathmatician Blaise Pascal and Pierrede Format, Swiss mathematician JamesBernoulli, De
Moivre (French), ThomasBays (British), Pierre-Simon de L aplace (French), R.A. Fisher
(British), Von Mises (Austrian) and Russian mathematicians chebychev, A. Markov and A.N.
Kolmogorov.

Today, the subject has been devel oped to agreat extent and thereisnot even asingle
disciplinein social, physical or natural scienceswhere probability theory isnot used. It
isextensively used in the quantitative analysis of business and economic problemsand
formsthe basis of the*Decision Theory’.

6.3 Terminology

There are three approaches to probability
(a) Classical approach

(b) Empirical approach

(c) Axiomatic approach

In thissection weshall definevarioustermsthat areused in thedefinition of probability
under different approaches.

Random Experiment : An experiment iscalled random experiment if it is conducted
repeatedly under essentially homogeneous conditions, the result is not unique but may
be any one of the various possible outcomes.

Trial and Event : Performing arandom experiment iscalled atrial and outcome or
combination of outcomesaretermed asevents.
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Example: If acoinistossed repeatedly, the result is not unique. We may get either
head or tail. Thustossing of acoinisarandom experiment or trial and getting of ahead
or tail isan event.

Exhaustive cases: Thetota number of poss bleoutcomesof arandom experimentis
called the exhausdtive casesfor the experiment.

Thus, whiletossng asinglecoin, weget head (H) or tail (T). Henceexhaustive number of
casssis2lviz., (H, T).

If two coinsaretossed, thevariouspossibilitiesare HH, HT, TH, TT where, HT means
head onthefirst coin andtail on second coin and TH meanstail onthefirst coinand head on
the second. Thusin the case of tossing of two coins, exhaustive number of casesis 2 =4.

Similarly, inatossof threecoins, the possible number of outcomesis

(H, T)x(H,T) x(H,T)

=(HH,HT, TH, TT) x (H, T)

=(HHH,HTH, THH, TTH, HHT, HTT, THT, TTT)

Therefore, in the case of tossing of 3 cointsthe exhaustive number of casesis 2=8.
In generd, isathrow of ncoins, the exhaustive number of casesis2".

Inathrow of adie, theexhaustive number of outcomesis6. We can get any oneof thesix
facesmarked 1, 2, 3,4, 5 or 6. If two dicearerolled the possible outcomes are

(1,1) 1,2 (1,3) (1,4) (1,5) (1,6)
(2,1) (2,2 (2,3) (2,4) (2,5) (2,6)
(3,1 (3,2 (3,3) (3,4) (3,5 (3,6)
4,1) 4,2 (4,3) (4,4) (4,5) (4,6)
(5,1 (5,2 (5,3) (5,4) (5,5 (5,6)
(6,1) (6,2 (6,3) (6,4) (6,5) (6,6)

i.e., 36 ordered pairswherepair (i, j) meansnumber i onthefirst dieand j onthe second
die, i andj both taking the valuesfrom 1 to 6. Hence, in the case of athrow of two dice
exhaustive number of casesis36 =62 Thusfor athrow of 3 dice, exhaustive number of cases
will be216 = 62, andfor n dicethey will be 6™

If r cardsaredrawn fromapack of n cards, the exhaustive number of casesisn, = (n] :
oAr

n
sincer cardscan bedrawn out of ncardsin (r ] ways.

Favourable Casesor Events:
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The outcome of arandom experiment iscalled an Event. For example (i) in atossof two
coins, the number of casesfavourabletothe event ‘ exactly onehead’ is2, viz., HT, TH and
for getting ‘ two heads isoneviz., HH.

(i) Indrawingacard from apack of cards, thecasesfavourableto‘ getting adiamond’ are
13 andto‘ getting an ace of spade’ isonly one.

Mutually Exclusive Eventsor Cases:

Two or moreeventsare said to be mutually exclusiveif the happening of any oneof them
excludesthe hgppening of al othersinthe same experiment. For example, intossof acointhe
events, ‘head’ and ‘tail’ aremutually exclusvebecauseif head comes, wecan't gettail andif
tail comeswecan't get head.

Similarly, inthethrow of adie, thesix facesnumbered, 1, 2, 3,4, 5and 6 are mutually
exclusive. Thus events are said to be mutually exclusive if no two or more of them can
happen simultaneously.

Equally Likely cases: The outcomesaresaid to beequally likely or equally probable
if none of them is expected to occur is preference to other. Thusin tossing of a coin
(die), al theoutcomesviz., H, T (thefaces 1, 2, 3, 4, 5, 6) areequally likely if the coin
(die) is unbiased.

Independent Events: Eventsare said to be independent of each other if happening
of any one of them is not afected by and does not affect the happening of any one of
others. For example : (i) In, tossing of a die repeatedly the event of getting ‘5" in 1t
throw isindependent of getting ‘5’ in second, third or subsequent throws.

(i) Indrawing cards from apack of cards, theresult of the second draw will depend
upon the card drawn in the first draw. However, if the card drawn in the first draw is
replaced before drawing the second card, then the result of second draw will be
independent of the 1st draw.

Permutation and Combination : Theword permutation in simple language means
‘arrangement’ and the word combination means‘ group’ or ‘ selection’. Let us consider
three lettersA, B and C.

The permutation of these three letters taken two at atime will be AB, BC, CA, BA,
CB, ACi.e, 6inal whereasthe combination of threeletters taken two at atimewill be
AB, BC, CA i.e, 3inadl. It should be noted that in combinations, the order of the
elements (lettersin thiscase) isimmateria i.e., AB and BA form the same combination
but these are different arrangements.

Permutation : A permutation of n different objectstakenr at atime, denoted by n, ,

isan ordered arrangement of only r objectsout of the n objects. Someimportant resultsare
given below on permutation intheform of theorems.
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Theorem 1: Thenumber of different permutationsof n different objectstakenr at atime
without repetitionis

N, =n(n—1)(n-2)...(n—r+1)

n!
(n=n)!
where, nl =n(n-1)(n-2) ...3.2.1 ... (2)
€g., 5! =5x4x3x2x1=120
By convention wetakeO! = 1.
In particular, thetotal number of permutations of n distinct objects, takenall a atimeis
givenby : (Taker =nin (1))
N, =n(n-1)(n-2)...3.21=n! .. (3)

Theorem 2 : Thenumber of different permutationsof n different (distinct) objects, takenr
at atimewithrepdtitionis

(D)

N =n .. (4)

In particular, np, =n"
Theorem 3: Thenumber of permutationsof n different objectsal a atimeroundacircleis
(n=21)!
Theorem 4 : (Permutation of objectsnot all distinct)

Thenumber of permutations of nobjectstaken al at atime, when n, objectsarealike of
onekind, n, objectsare alike of secondkind, ... n, objectsarealike of kth kindisgiven by
n!

nin,t.n!
For example, total number of arrangementsin the lettersof theword ALLAHABAD
taken all at atimeisgiven by :

9l Ox8x7x6x5x4x3x2x1 _ 9x8x7x6x5
412! 4x3x2x1x2x1 2

becauseisthisword, thereare 9 lettersout of which 4 areof onekindi.e., A, 2 areof
2ndkind, i.e., L and rest are all different occurring onceand 1! = 1.

Theorem 5: (Fundamenta Ruleof Counting)
If one operation can be performed in p different ways and another operation can be

= 7560
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performed in q different ways, then the two operation when associated together can be
performed in p x g ways.

Theresult can be generalised in more than two operations. For example, if there are
5 routes of journey from placeA to place B, then the total number of ways of making a
return journey (i.e., going fromA to B and then coming back from B toA are5x5=25
ways, since one can go fromA to B in 5 waysand come back from B toA in 5waysand
any one of the ways of going can be associated with any one of the ways of coming.

Combination : A combination of n different objects taken r at atime, denoted by

n
ne, or (r ] , Isaselection of only r objectsout of the n objects, without any regard to the

order of arrangement.
Theorem 6 : The number of different combinations of n different objectstakenr at a

n!
=—;r<
r'(n—r)!

n
time, without repetition, is n :(r] ... (6)

6.4 Concept of Probability

Mathematical or classical or ‘apriori’ probability

Definition : If a random experiment results in N exhaustive mutually exclusive and
equally likely outcomes (cases) out of which m are favourable to the happening of an
event A, then the probability of accurrence of A, usualy denoted by P(A) isgiven by :

Favourable number of casestoA _ m

P(A) = : == .7
Exhaustive number of cases n
This definition was given by James Bernoulli.
Remarks:

1. Obviously, the number of cases favourable to the complementary event A i.e,
non-happening of event A are (N —m).

. p(A)= Favoureble No. of casesto A _ N-m _ Lm
- PA) Exhaustive number of cases N n
or, P(A)=1-P(A) or, P(A) = 1— P(A) ..(8)
or, P(A) + P(A) =1 .. (9)
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2. Sincem and N are non-negative integers, P(A) > 0. Further, sncem <N, we have
P(A) <1

- Forany eventA,0<P(A) <1 ... (10)

3. The above definition enables usto obtain probability by logical reasoning prior to
making any actual trials and hence it is also known as ‘a priori’ or theoretical or
mathematical probability.

4. Limitations: The classical probability failsin the following situations:

(i) If N, the exhaustive number of outcomes of the random experiment isinfinite or
unknown

(i) If the various outcomes of the random experiment are not equaly likely. For
example, if a person jumps from the top of Qutab Minar, then the probability of his
survival will not be 50%, since in this case the two mutually exclusive and exhanstive
outcomes, viz., survival and desth are not equally likely.

Problem 1: What arethe probabilitiesof obtaining (i) an odd number and (ii) amultiple
of 3inthethrow of afair die?

Ans. Thereare 6 elementary eventsin the sample space corresponding to the number 1,
2, 3,4, 5 and 6 onthe upper most face of thedie. Sincethedieisfair, these 6 elementary
eventsareequally likely.

(i) Let E denote the event that an odd number of pointsis obtained, occurance of 1,
3 and 5 are favourable to E

o3l
- P(E) = 6 2
(i) Of the 6 elementary events, 3 and 6 are favourable of obtaining ‘amultiple of 3’

2 1
Hence the required probability is 6 3

Problem 2 : If the letters of the word MOTHER are aranged at random, then find the
probability that the vowels will be next to each other.

Ans. Theletters can be mutually arranged in 6! ways. So the total number of elementary
eventsis 6! which are equally likely, since the letters are arranged at random.

When the two vowels, viz., O and E are placed next to each other, then we may
arrange this single entity (containing O and E) and the remaining letters among
themselvesin 5! different ways. In each of these 5! arrangements, the vowels can be
mutually arranged in 2! ways. Thus the number of elementary events favourableto the
giveneventisb! x 2.
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Ix21 2 1
So the required probability is 5';2' =—==

6 3
Problem 3: If afair coinistossed thrice, find the probability that thereare (a) at most one
tail, (b) at least one head.

Ans. Hence, the sample spaceis[HHH, HHT, HTH, HTT, THH, THT, TTH, TTT]
which has 23 = 8 elementary events. Since the coin isfair, these el ementary events are
equally likely.

(a) Let E denote the event of getting at most one tail. Then there are 4 elementary
events, viz., HHH, HHT, HTH, THH which are favourable to E.

4 1
S0, P(E)Zgzz

(b) Of the 8 elementary events, 7 are favourable to the event of getting at least one
head.

7
Hence therequired probability is 3

Alternative solution : Required probability = 1 — P(no head) = 1—% :g

Problem 4 : A club consisting of 15 married couples chooses a president and then a
secretary by random selection, what isthe probability that (i) both are men (ii) oneisa
man and the other is awomen (iii) the president is aman and secretary isawoman?

Ans. Total number of elementary eventsis equal to the number of ways in which two
positions can be occupied by 30 persons =3P, = 30 x 29

Theseelementary eventsare equally likely asthe choiceismade by random selection.

(i) The number of elementary eventsfavourableto the event that both are men =1°P,
=15x14
15x14 7
30x29 29

(ii) The number of favourable cases = 1°C, x 1°C, x 2! = 15 x 15 x 2, since the
chosen man and the chosen woman can occupy the positionsin 2! = 2 ways. Thus the
15x15x2 15

30x29 29

(iii) Sincethepresident’s post can befilled in P, = 15 ways and the secretary’spost in

So the required probability =

required probability =
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15p, = 15 ways, the number of favourable elementary eventsin thiscaseis 15 x 15.

15x15 _ 15
30x29 58

Problem 5: A box contains 7 white and 5 black balls. Three ballsare drawn at random.
Find the probability that they are all of the same colour when (i) theballsaredrawn at a
time, (ii) Theballsare drawn one by one without replacement and (iii) theballsare drawn
one by one with replacement.

Ans. (i) Total number of emelentary events is 12C, = 220, which are equally likely.
Among them ’C, +°C, =35+ 10 = 45 arefavourable to the event that all are of the same
colour, sinceall may bewhite or al black. Then the required probability is

45 _ 9 _35

1-P(al areof thesamecolour) =1-— =1-— = —
220 44 44

(ii) Total number of elementary events = 2P, = 1320, and among them ’P, + °P, =
210+ 60 =270 arefavourableto the event that all are of the same colour. So therequired
probability is

2710 _ 9 35 N
1320 = 1—5 = sameasin (i).

(iii) Here, total mumber of elementary events = 12° = 1728 and among them 73 + 53 =
343 + 125 = 468 arefavourableto the event that al are of the same colour. Sotherequired

e 468 13 35
probablllty—l——1728 =15

Problem 6 : 5different lettersare put at random inside 5 addressed envelopes. Find the
probability of putting exactly 2 lettersin the correct envelopes.
Ans. Thereare5letters(L,, L,, L ;... L) and 5 corresponding envelops (E;, E,, E; ... Ey).
So thetotal number of elementary eventsis5! = 120, which are equally likely asthe
letters are put at random.
Thetwo lettersare to be put correctly can by chosen from 5lettersin>C, = 10 ways.

In each case, the chosen letters can be put in correct envelopsin 1 way and other 3
letterswrongly in the remaining 3 envelopesin 2 ways. Thisisbecause, supposing that
L, and L, are placed correctly in E; and E,, other 3 |etters can be placed wrongly as

So therequired probability =
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E; E, Es
L, Ls Lg
Ls Ly L,

So, thetotal number of elementary eventsthat are favourableto the giveneventis10
x 2=20.

) - 20 1
Thus, thereguired probability = — ==
& P y 120 6

6.4.1 Set Theoretical Notations and Ter minology

Union: A B, readas‘A union B’, with denote the occurrence of either A or B or both
A and B;

k
Similarly, [ JA; =A; UA, U...UA, will denote the occurrenceof at least one of the

=l
eventsA A, ..., A,
Intersection : A N B, readas‘A intersection B’, will denote the occurrence of both A

k

and B. Similarly, (1A =A;NA,; N.NA, will denote the smultaneous occurrence of
i=1

theeventsA, A, ... A,.

Complement : A read as‘A complement’, will denote the non-occurrence of eventA
Difference: A —B, read as‘A minus B’ will denote the occurrence of event A together
with the non-occurrence of event B. It followsthat A —B=A n B.

Example: Inthethrowing of adie, let A denote the appearance of at most 4 points and
B the appearance of an odd number of points. Then in set theoretic notation, the sample
spaceis

S={1,234,5 6} andA={1,2,3,4 andB ={1, 3, 5}

~AuB={1,2 34,5

AnB={1,3

A={5 6} andA -B ={2, 4}

Under the operations of union, intersection and complement events satisfy various
Laws, some of which are noted below.

Venn Diagram
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A and A A UB
S S
A B
Q| | &)
ANB (A-B)or(AnB)

1. CommutativeLaws: 2. AssociativeLaws:
AUB=BUA (AuB)uC=AuBUCQC)
ANnB=BnA (AnB)nC=ANn(BNC)

3. DistributiveLaws: 4. DeMorgan’'sLaws:
AUBNC)=(AuUB)Nn(AuUCQ) (AUB)=AN B
AN(BUC)=(AnNB)UANC) (ANB)=AuU B)

Theorem 7: If A}, A, ... A aemutualy exclusive events, then

PA;U AU .. UA ) =PA) +PA,) + ... + P(A,) Thisis known as theorem of
total probability
Proof : Let thetotal number of elementary events of the random experiment be n, where
nisfiniteand the elementary eventsareequaly likely. Also let n(A,) of them be favourable
totheevent A, i = 1(1)K. Sincethe events are mutually exclusive, the elementary event
that are favourable to any of the events are entirely different from those favourable to
others. So the number of elementary eventsthat arefavourabletoA, or A, or ... orA, is
n(A) +n(A) +...+n(Ay)

N(A7) +n(A5)+..n(A})

Hence, P(A,UA, U ... UA|) =

n
_NAY | n(A) . N(A)
== - -
=P(A) +P(A,) + ...+ P(A,) .. (11)
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Corollary:

(iYWhenk =2, P(A; UA,) =P(A) +P(A,) ...(12)

(ii) LettheeventsA A, ..., A, be exhanstive and mutually exclusive.
Asthe events are exhaustive A, U AU ..., UA, isasure event. Hence,
PA, VAU ...UA)=1

Again, astheeventsare mutually exclusive,

PAJUA, U ... UA) =P(A) + P(A,) + ... + P(A)

Then combining the two results, we get

PA) +PA) +..+PA) =1 .. (13)

In particular, the eventsA and A are exhaustive and mutually exclusive. Hence,

P(A) + P(A) = 1whichimpliesthat P(A) =1-P(A) ...(14)

(i) IfFA, A, ... A, be exhaustive forms of A and be mutually exclusive, then

P(A) = P(A) +P(A,) + ... + P(A))

(iv) If the occurrence of event A impliesthe occurrence of event B, then B can occur
in one of the mutually exclusiveformsA and (B —A). Hence,

P(B) =P(A) + P(B —A) or, P(B —A) = P(B) —P(A) ... (15)
Problem 7 : Aninteger is chosen at random from 50 integers 1, 2, ..., 50. What isthe
probability that the selected integer isdivisible by 7 or 10?

Ans. LetA, denotethe selection of aninteger divisibleby 7 and A, denotethe selection
of an integer divisble by 10. Since none of theinteger from 1to 50 isamultiple of 7 as
well asthat of 10, A, and A, are mutually exclusive events. So the required probability is

P(A;UA,)=P(A) +P(A))
Here, thetotal number of elementary events, all equally likely, isn=50. The number
of casesfavourableto A, and A, aren(A,) =7 and n(A,) = 5.
nA) 7 n(A;) _ 5
n

s PA) = 50 50

and P(A,) =

7 5 12 6
Hence, P(A, UA,) =P(A,) + P(A,) = %4‘% = 50 = 5
Theorem 8 : Addition Theorem of Probability
Whatever be the eventsA, A, ..., A,

PA,UA,U...UA)
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n n n
i=1 ij=1 i,j k=1
i<j I<J<

K

+H-DMPA VA, N LLNA))

Proof : Let usconsider two eventsA, and A,,. The probability of occurrence of at least
one of the two events A, and A, isgivn by P(A, U A,). Let us suppose that a random
experiment results in a sample space S with N sample points which are exhaustive.

Then by definition P(A; UA,) =

n(A;UA,)  n(A;UA,)
ne N
where, n(A; U A,) isthe number of occurrences favourableto the event (A; U A,),

From the venn diagram above, we get,

[N(A1) —n(ALNA)I+NAL N AL) +[N(AL) —N(A;NA,)
N

P(A;UA,) =

N(A;) +n(A,)—n(A;NA,)
N

_ n(A,) + (n(A;) n(A;NA,)
N N N
=P(A) +PA)-P(A;NA)) ... (16)
The theorem thus holdsfor n= 2. For 3 eventsA,, A, and A,
P(A, VA, UA) =P[(A; UA,)) UA]
=P(A; UA,) +P(A;) —P[(A;UA,) nA,], by (16)
=P(A) +P(A,—P(A;nA,)) + P(A)) —P[A, UA) NA]] .. (17)
Now, P[(A; N"A,) nA=P[(A;nA) U(A,NA))
=P(A;NAy) +P(A,NA)-P[(ANA) N (A,NAY
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=P(A;NA) +P(A,NAJ]-PA, N"A,NA,) .. (18)
So, combining equations (17) and (18) we get,

P(A,UA,UA)) = ZP(A) ZP(A NA))+PA A, NA,)
i,j=1
i<j

Thus the theorem holdsfor n = 3 also.
Let usassumethat thetheoremistruefor n=m. Then,

P(A, UA,U ... UA )-ZP(A) ZP(A NA))+...
=1 ij=1
i<j

L ED)™IPAL NAN L NA) .. (19)
Now, P(A; VAU ... VA_ ) =P[(A,UA,U ... UA ) UA ]
=PA VAU UA ) +PA L) -PIA, VAU L UA D) NA L]
But, P[(A; VA, U ... UA ) NA_..] ... (20)
=P(A,NALDVYUANA )V UA NALD]
m

Z (A mAm+1) Z P(A NA; mAm+1)+

=1 i,j=1
i<j

+ (D)™ PA NAN L NALNALD) .. (21)
Substituting the results of (19) and (21) in (20) we get, after rearrangement of terms,
PA,UA,U ... UA L)
m+1 m+1
=2 P(A)-2 P(A nA)+..+(-D)"PA;NA, NN A L)

i=1 i,j=1
i<j

Thusthe theorem holdsfor n=m+ 1if it holdsfor n = m. But we have seen it to be
truefor n=2and n=3. Beingtruefor n= 3, itistruefor n=4, and soonfor all positive
integral valuesof n.

Remarks:
1. For any two eventsA, and A, we have,
P(A; UA)=PA) +PA,)—P(A; "A,)) <P(A) +P(A),
SinceP(A; " A,) >0
Using thisresult we may write P(A; WA, UA,) =P[(A; UA,) UA ] <P(A,UA,)
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+P(A;) <P(A)) + P(A) + P(A,)
Proceeding in thisway, it may be shown that,

P(OAi]SZn:P(Ai) - (22)
i=1 i=1

Thisresult isknown asBool€e sInequality.

2. Probability of an event cannot exceed 1

PA,UA,) <1

or, P(A)) + P(A,) —P(A; nA,) <1

~ P(ALNA)>PA)+PA,) -1

Using thisresult, we have

PA, NA,NA) =P[(A;NA)NA] 2PA, NA,) +PA,) -1
>P(A) +PA,)-1+PA) -1

=P(A) +P(A)) + P(A;) -2

Proceeding in similar way, it may be shown that

p(ﬁAi]ziP(Ai)—(n—l) (23
i=1 i=1

Thisresult isknown asBonferroni’sinequality.

Problem 8 : Two newspaper N, and N, are published in Kolkata. It is found from a
survey that 28% read N,, 21% read N, and 6% read both the newspapers. Find the
probability that aperson randomly selected (i) does not read any of the two newspapers
(if) read only N,,.

Let A and B denote that the selected person reads N, and N, respectively. Since the
person israndomly selected, P(A) = 0.28, P(B) = 0.21, P(A n B) =0.06

(i) The probability that the person chosen does not read any of the newspapersis

P(ANB)=(AnB) =1-P(A UB)

=1-P(A) —P(B) + P(A N B)

=1-0.28-0.21 + 0.06

=0.57
(ii) The probability that the selected person readsonly N, is

P(A nB) =P(B) -P(A nB)=0.21-0.06 =0.15

175

D:\ANSOU\DTP\Statistic for Economic-2 (Alok)
Unit-6\ 6th proof\(Demay Submit)



6.4.2 Conditional Probability

If A and B are two dependent eventsin sample space, then the conditional probability of
A given B ie. probability of occuring of A on the assumption that B has already been
occurred isdefined as

n(A NB) )
P(A/B)= ThE) provided n(B) = 0 .. (24)
Similarly, the conditional probability of B givenA isdefined as
P(B/A) = %, provided n(A) 0 ...(25)

6.4.3 Theorem of compound probability

Theorem 9 : Theorem of compound probability or multiplication Law of probability
The probability of simultaneous happening of two eventsA and B isgiven by

P(A N B) = P(A), P(B/A); P(A) =0 }

or P(B nA) =P(B), P(A/B); P(B) #0 ... (26)

Where, P(B/A) isthe conditional probability of happening of B under the condition

that A hasalready been occurred and P(A/B) isthe conditional probability of happening
of A under the condition that B has already been occurred.

MultiplicativeLaw for Independent Events

If A and B areindependent so that the probability of occurrence or non-occurrence of
A isnot affected by the occurrence or non-occurrence of B, we have,

P(A/B) = P(A) and P(B/A) = P(B)

Hence, substituting in (26) we get

P(A N B) = P(A).P(B) .. (27)

So, the probability of simultaneous happening of two independent eventsisequal to
the product of their individua probabilities,

Generalisation : For neventsA , A, ..., A, we have,

PA,NA, N .. nA) =PA) P(AJA) P(AJA, NA,)

X XPAAJA NA,N..AA ) ... (28)

Inparticular, if A}, A, ... A areindependent events then,

PAA,NA,N..nA)=P(A)P(A,) ... P(A)) i.e., theprobability of the smultaneous
happening of independent eventsisequal to the product of their individual probabilities.
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Some I mportant Results:
Theorem 10: P(A)=1-P(A) .. (30)
Theorem 11: (i) P(A nB)=P(B)-P(ANB) ...(31)

(ii) P(A " B) = P(A)-P(A N B) .. (32)
Theorem 12: If A — B then P(A) < P(B) ..(33)
Remarks: SinceA "B cA andA N B c B wegst,

P(A N B) <P(A) and P(A n B) < P(B) .. (34)

Theorem 13 : If eventsA and B are independent then the complementary events A
and B are also independent.
Remarks: Infact we adso havethefollowing results. If A and B are independent then :

(@) A and B areindependent and (b) A and B are independent.

Theorem 14: P(A; UA, U ... UA ) =1—-(A;UA, U ... UA )C

=1-(A;nA,N..NA,)

[By De-Morgan’sLaw of complementation, i.e., the complement of theunion of sets
isequal to theintersection of their complements.]

If A}, A,, ..., A, are independent, their complements A ,A,,..,A, are also
independent.

By the compound probability theorem we get :

P(A, UA, U ...UA)=1-P(A,) P(A,) ... P(A) ... (36)

Remarks: Theresult in equation (35) isvery important and can be stated in words as
follows:

P[Happening of at least one of the eventsA, A, ..., A ]

=1-P[None of the eventsA, A, ..., A happens| .. (37)
or, equivalently,

P[None of the given events happens|

=1—P[At |east one of them happens] ... (379

Pairwise and Mutual Independence:

LetA A, A, are3events asociated with samplespace S. They are said to be pairwise
independent if
P(A;nA)=P(A) PA); v i1#)=1,23 .. (38)
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A, A, A, aresaid to be mutually independent, if the law of independence holds for
every subset of A, A, A,

Thus, A,, A,, A5 are mutually independent if

P(A;NA)=P(A)P(A);1#]=1,23

and P(A; A, N A, =P(A)PA,)P(A,) ..(39)

6.4.4 Bayes Theorem (Rulefor the Inverse Probability) :

If an event A can only occur in conjunction with one of the n mutually exclusive and
exhaustiveeventskE,, E,,, ..., E, andif A actualy happens, then the probability that it was
preceded by the particular event Ei(i = 1, 2, ..., n) isgiven by

PE/A) = — PANE)  _ nP(Ei).P(A/Ei) . (40)
S PE)PAIE) Y PE)PAIE)
i=1 i=1

Proof : Sincethe event A can occur in combination with any of the mutually exclusive
and exhaugtive eventsE,, E,, ..., E, we have:

A=(AnE)U(ANnE)uU..UANE)

where, ANE,ANE,, ..,AnE, areall digoint (mutually exclusive) events. Hence
by addition theorem of probability we have

P(A)=P(ANE)+PANE)+..+P(ANE)

= P(E))P(A/E,) + P(E,)P(A/E,) + ... + P(E,)P(A/E,)

_ SP(E,)P(A/E)) .. (41)

i=1
For any particular event E;, the conditional probability P(E//A) isgiven by
P(E,nA)=P(A)P(E/A)

P(E,nNA)  P(E)P(A/E)

PA) S pE P

i=1

or, P(E/A) = (using equation 41)

WhichistheBayes rulefor obtaining the conditional probabilities.
Remarks: The probabilities P(E,), P(E,) ... P(E,)) which are already given or known
before conducting an experiment are termed as a priori or prior probabilities. The
conditional probabilities P(E,/A), P(E,/A), ..., P(E/A) which are computed after
conducting the experiment viz., occurrence of A are termed as posterior or inverse
probabilities,
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6.4.5 Statistical or Empirical definition of Probability

Definition (Von Mises) : If an experiment is performed repeatedly under essentialy
homogeneousand identical conditions, then the limiting value of theratio of the number
of times the event occursto the total number of trials, asthe number of tirals becomes
indefinitely large, iscalled probability of happening of the event, it being assumed that
the limit isfinite and unique.

Suppose that an event A occurs m times in N repetitions of a random experiment,
then

PA) = lim 2

N—ow

6.4.6 Axiomatic Definition of Probability (A.N. Kolmogorov)
Given asample space of arandom experiment, the probability of the occurrence of any
event A isdefined as a set function P(A) satisfying the following axioms:

Axiom 1. P(A) isdefined, isreal and non-negativei.e., P(A) >0

Axiom 2. P(S) =1

Axiom 3. If A}, A,, ..., A, isany finite or infinite sequence of digoint events of S,
then

P(gAi ] :éP(Ai) or, P(GAi ] :gP(Ai)

i=1
The above axioms are known as axioms of positiveness, certainty and additivity
respectively.
Probability —Mathematical notion

L et ussupposethat Sisthe sample space of arandom experiment with sample points
Ni.e., n(S) = N. Let the number of occurrences (sample points) favourable to the event
A bedenoted by n(A). Then the frequency interpretation of the probability gives:

P(A) = w = w
n(S N
In particular, we have, P(¢) = % =0
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neS _
nes
because n(¢) = 0, asthe null set does not contain any sample point

Problem 9: A box contains4 defective and 6 good el ectronic calculators. Two cal culators
are drawn out one by one without replacement :

(i) What is the probability that the two calculators so drawn are good?

(if) One of the two calculator so drawn is tested and found be good. What is the
probability that the other oneis also good?

Ans. Let us definethe following events :
E, : First caculator is good;
E, : Second calculator is good

P(S) =

Then we have P(Ei)ZLZEZE
6+4 10 5
5
(i1) Required Probability = P(E//E,) = — =% because if the 1st tested cal cul ator

5+4 9
isgood then in the box, we are left with 5 good and 4 defective calculators:

(i) The probability that both the drawn calculators are good is given by :

6 5 1,6 . .
P(E,NE,) =P(E,)).P(EJE) = Exg =3 (using part ii)

Problem 10 : A box contains 6 red, 4 whiteand 5 blue balls. From thisbox 3 ballsare
drawn in succession. Find the probability that they are drawnin the order red, whiteand
blueif each ball is (i) replaced, (ii) not replaced.

Ans. Let us define he following events :
A : Drawing ared ball in 1st draw
B : Drawing awhite ball in 2nd draw
C : Drawing ablue ball in 3rd draw

(i) Drawswith replacement : If thethree ballsare drawn from the box in succession
with replacement, then the three events A, B and C are independent. In this case the
required probability isgiven by

6 4 5 8

P(A nB N C)=P(A).P(B). P(C)_1_5 15 15 225

because, inthiscase (dravswith replacement), thetotal number of ballsinthebox remains
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15 for each draw.

(if) Drawswithout replacement : If the three balls drawn without replacement are
red, whiteand bluein the 1, 2nd and 3rd draw respectively, then the constitution of the
ballsin the box for the 3 drawswill be:

1st draw 2nd draw 3rd draw
6R, 4W, 5B 5R, 4W, 5B 5R, 3W, 5B
Hence by compound probability theorem, the required probability isgiven by
4 5 4

6
P(A "B " C) = P(A).PBIA).P(CIA N B) = X ¥ 13 51

Problem 11 : Assumethat afactory hastwo machines. Past records show that machine
1 produces 30% of theitemsof output and machine 2 produces 70% of theitems. Further,
5% of theitems produced by machine 1 were defectiveand only 1% produced by machine
2 were defective. If adefective item isdrawn at random, what is the probability that it
was produced by machine 1 or machine2?

Ans. Let E; and E, denote the events that the item selected at random is produced by
machines 1 and 2 respectively and let E denote the event that it is defective.. Then we
aregiven:

P(E,) = 0.30; (P(E/E,) =0.05

P(E,) =0.70; P(E/E,) =0.01

. P(E;) x P(E/E,) =0.30 x 0.05=0.015

and P(E,) x P(E/E,) =0.70 x 0.01 = 0.007

P(E) = P(E,) x P(E/E,) + P(E,) x P(E/E,)

=0.015 + 0.007 = 0.022

The probability that the defective item, drawn at random isproduced by machinelis
given by Bayes ruleas:
P(E,))xP(E/E,) _ P(E))P(E/E;) _ 0015

SREPEE)  PE 00z OO

P(E,/E) =

P(E,).P(E/E,) _ 0.007
P(E) 0.022

Similarly we get, P(E,/E) = =0.3182

6.5 Random Variable
By a random variable we mean a real number x associated with the outcomes of a
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random experiment. It can take any one of the various possble va ues each with adefinite
probability. For example, in athrow of adieif x denotesthe number obtained thenxisa
random variable which can take any one of thevalues, 1, 2, 3, 4, 5or 6, each with equal
probability 1/6. Similarly, intossof acoinif x denotesthe number of heads, then x isarandom
variablewhich can take any oneof thetwo vaues: 0 (i.e., no head or tail) and 1 (i.e., head),
eachwith equal probability 1/2.

Intermsof symbolsif avariablex can assumediscrete set of valuesx,, X,, ..., X, with
respective probalitiesp,, p,, ..., p, where, p, + p, + ... + p, = 1, we say that adiscrete
probability distribution for x has been defined.

The probability distribution of apair of dice tossed is given below

x [2]3]4[5]6]7]8]9fw0]11]12
112131415615 1413 121
363636 |36[36|36|36|36|36|36|36

P(x)

Where x denotes the sum of the points obtained. For example the probability of

3
gettingsum4is 36 (1+3=4;2+2=4;3+1=4). Thusin 1200 tosses of the dice we
would expect 100 tosses to give the sum 4.

6.5.1 Discrete and Continuous Random Variable

If the random variable x assumes only afinite or countably infinite set of valuesit is
known as discrete random variable. For example marks obtained by studentsin a test,
the number of studentsin acollege, no. of accidentstaking place in abusy road etc. are
all discrete random variables.

On the other hand, if the random variable x can assume infinite and uncountabl e set
of valuesit issaid to be acontinuous random variable, e.g., the age, height or weight of
students in a class are al continuous random variables. So Random variables are
essentially a real vaued function on the sample space taking values on the rea line
R(—Coc, + o).

6.5.2 Probability Distribution of a Random Variable

L et us consider adiscrete random variable X which can take the possible values x,, X,
..., X, With each value of the variable X, we associate a number
p=P(X=x),i=1,2,..,n
which isknown asthe probability of x, and satisfiesthe following conditions
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()p=PX=x)20,i=1,2,...,n
i.e., p,/sareall non-negative and

(i) X P =P +pp+..+p, =1
i.e., thetotal probability isone.

p, = P(X =x;) or p(x) is caled the probability mass function (p.m.f) of the random
variable X and the set of all possible ordered pairs {x, p(x)} is caled the probability
distribution of therandom variable X.

A random variable X issaid to be continuousif it can take all possible val ues between
certain limits. In case of acontinuous random variable, we do not talk of probability at
aparticular point (which isawayszero) but we alwaystalk of probability inaninterval.
If P(x)dx isthe probability that the random variable X takesthe valueinasmall interval

of magnitude dx, eg., (X, X + dx) or (X _d?x’x +d?X] , then P(x) is called the probability
density function (p.d.f.) of therandom variable X.
Moments

If X isadiscreterandom variable with probability function P(x), then

', = r-th moment about an arbitrary point ‘A’.

=(x—=A)" P(x) ... (42)

u, = r-th moment about mean (X)

= Y (x=%)p(x) - (43)
In particul ar,
Mean = X = First moment about origin

= > xp(x) ... (44)
By taking A =0andr =1in (42) we arrive at the above result (44).
Variance (X) = p, = > (X —X)*p(x) ... (45)

In the case of a continuous random variable with probability density function p(x),
the above formulahold with the only differencethat summation isreplaced by integration
over the values of the variable.

- Mean= [_(xp(x)dx and variance= [ (x —X)?p(x)dx
whereRistherange (finiteor infinite) inwhich X may lie.
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6.5.3Mathematical Expectation

If X is arandom variable which can assume any one of the values x,,X,, ..., X, with
respective probabilitiesp,, p,, ... p,, then mathematical expectation of X usually called
the expected value of x and denoted by E(X) is defined as:

E(X) = X,p; + X, ... +X,P = D Xp ... (46)

where, > p,=p,+p,+...+p,=1 .. (47)
So, mathematical expectation of arandom variableisnothing but itsArithmatic Mean.
Important results:
E(C) = C where, C isaconstant ... (48)
E(CX) = CE(X) where, C isaconstant ... (49)
Addition Law of Expectation :
If X andY arerandom variablesthen E(X +Y) = E(X) + E(Y) ... (50)

i.e., Expected value of the sum of two random variablesis equal to the sum of their
expected values. The result can be generalised to n variables. If X, X,, ..., X aren
random variables, then

E(X, + X, + ...+ X ) =E(X, + E(X,) +... + E(X)) ...(51)
Corollary
E(ax + by) = aE(x) + bE(Y) ... (52)

where, aand b are constants (using 49 and 50)
Multiplication Law of Expectation

If X andY areindependent random variablesthen

E(X.Y) = E(X).E(Y) ... (53)

i.e., theexpected value of the product of two independent random variablesisequd to
the product of their expected values.

In generd if x;, X, ..., X, are nindependent random variables, then

E(Xy. X5 X5 ... X)) = E(X,).E(X,).E(X5)... E(X,) .. (54)
Varianceof X in termsof Expectation

o2 =Var(X) = E[X —E(X)]?
or, o2 = E{ X2 + [E(X)]2 - 2X.E(X)}

or, o2 = E(X?) + [E(X)]2 - 2E(X).E(X)
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or, 62 =E(X?) -[E(X)]? ...(55)
For aprobability distribution {x, p(x)}, we have
Mean = E(X) = D_x.p(x) ... (56)

and variance = E(X?) — [E(X)12= Y x2p() [ xp) ] ..(57)

6.5.4 Joint and Marginal probability Distribution

Let X andY be two discrete random variables. Let us suppose that X can assume m
values X, X,, ..., X, and Y can assume n valuesy,, y,, ..., ¥,,. L&t us consider the
probability of theordered pair (x;,y;),i=1,2,..m;j=1,2,...n, defined by

P; = PX =x andY = yj) =P(x;, y;) ... (58)

The function p(X, y) defined in (58) for any ordered pair (X, y) is called the joint
probability function of X andY and ispresented in atabular form:

Joint Probability Function

y 21 %, X, Xg o X .. X, |Tota

Y1 [P P2 Pax - Pr o Pm| P1
Yo | P2 P Pz o P2 o Pm2| P2
Y3 | Pz Pz Pz - Pz - Pmz| Ps3

Yi Py P2 P3j - Bj - Py P
yn pln p2n p3n e pi n pmn pn
Total | p, P, P3s - P - Pm 1

From thejoint probability distribution of X andY, the marginal probability function of
Xisgiven by :
P=PX=X)=p;+P,+tPg*..*tp, (=12 ..m)
n
= Z P
=1
Theset of values{x;, p,} givesthemarginal probability distribution of X. Similarly,
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IO]- =P(Y =y;)= Py + Py + Py + o+ Py (j=1,2,..n)
= Zpij
i=1

gives the marginal probability function of Y and the set of values (y;, p;) givesthe
marginal probability distribution of Y.

Again, theprobabilitiesin different cellsin acolumn divided by thetota of that column
give the conditional distribution of X, given the value of Y as stated in the column.
Similarly, thecell probabilitiesin any row when divided by thetotal of that row givethe
conditional distribution of Y, given the value of X as stated in that row.

Therandom variables X andY are said to be independent if

P(X =x,Y =y) =P(X =x).P(Y =y)

i.e, Py =P.Pforali,j.

Otherwise, the variables are dependent and there is some association between them.
Correlation co-efficient will measure the linear association

_ Cov(X,Y)
X OOy

Cov(X,Y) =E[{X -E(X)}{Y —E(Y)}] isthe covariance of X andY

or, Cov(X,Y) = E[XY — XE(Y) —=YE(X) + E(X)E(Y)]

= E(XY) — E(X)E(Y) —E(Y)E(X) + E(X)E(Y)

= E(XY) — E(X)E(Y)

Corollary : when X andY areindependent, Cov(X,Y) = E(XY) —E(X)E(Y) =0

= Tyy = 0and E(XY) = E(X).E(Y)
Problem 12 : The monthly demand for transistors in known to have the following
probability distribution :

Demand(X): 1 2 3 4 5 6

Probability(P): 0.10 0.15 0.20 025 0.18 0.12

Determine the expected demand for transistors. Also obtain the variance. Suppose
that the cost(C) of producing(X) trandgtorsisgiven by therule C= 10,000+ 500X. Determine
the expected cost.
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Ans. Demand(X) 1 2 3 4 5 6 Totd
Probability(p) 0.10 0.15 020 025 018 012 1.00
X.P 0.10 030 0.60 1.00 090 0.72 3.62

X2.P 0.10 060 1.80 4.00 450 432 1532

E(X) = 3 XP=3.62

Hence the expected demand for transistorsis 3.62 ~ 4
Variation = E(X?) —[E(X)]?

=15.32 - (3.62)?

=15.32-13.10

=222

Cost function isgiven by C = 10,000 + 500X

E(C) = E[10,000 + 500X]

= 10,000 + 500E(X)

=10,000 + 500 x 3.62 = 11,810

Problem 13: Let (X,Y) beapair of discrete random variables each taking three values
1, 2 and 3withthefollowing joint distribution:

Y X 1 2 3

1 5/27 4127 2127
2 1/27 3/27 3/27
3 3/27 4/27 2/27

obtain the margina probability distribution of X andY and hencefind E(X), E(Y) and
E(X +Y). Also find Var (X) and Var(Y)

Ans.

Marginal Dist. of X
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Marginal Dist. of Y




X P(X) XP(X) X2P(X)| Y g(Y) Yo(Y) Y2g(Y
L 5*1+3.9 9 9 | | 5442 11 11 11
21 21 27 27 21 21 21 27
5 4+3+4 11 22 44 5 1+3+3_7 14 28
21 21 27 27 21 21 21 27
3 243+2_7 21 63 3 3+4+2_9 27 81
21 21 27 27 21 21 21 27
Total EE, Total 52 1%
° 27 27 ° 27 27
52
E(X) = > x.p(x) = 22 193 E(Y)= 2. y9(b)=—= =193
27 27
120
E(X) = X xP(x) = =430 E(Y2) = Xy ob) = =444
Var(X) = E(x?) —[E(X)]? Var(Y) = E(Y?) - [E(Y)]?
=4.30—(1.93)2=4.30—3.72 =4.44-(1.93)2=4.44-3.72
=0.58 =0.72

E(X +Y) = E(X) + E(Y) = 1.93 + 1.93 = 3.86

6.6. Probability Distribution — Discrete and Continuous

In this sectionwe shall study the following univariate probability distributions.

() Binomid Distribution

(i1) Poisson Digtribution

(iii) Norma Distribution

The first two are discrete probability distributions and the third is a continuous
probability distribution.
6.6.1 Binomial Distribution

Binomia distribution is also known as the ‘Bernoulli distribution’ after the Swiss
mathematician JamesBernoulli who discovered itin 1700. Thisdistribution can be used
under thefollowing conditions:

(i) Therandom experiment is performed repeatedly afinite and fixed number of times,
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i.e., nnumber of tridsisfiniteand fixed

(ii) The outcome of each trial may be classified into two mutually digoint categories,
called success (the occurrence of the event) and failure (the non-occurrence of the event).

(i) All thetrialsareindependent, i.e., the result of any trial isnot affected in any way
by the preceding trialsand does not affect the result of succeeding trials.

(iv) The probability of success (happening of an event) inany trial isp and is constant
for eachtrial. g =1—p, isthen termed asthe probability of failure (non-occurrence of the
event) for each trial.

The problems relating to (i) tossing of afair coin or throwing of afair die n times
(whichisfixed andfinite) and (ii) drawing of cardsfrom apack of cardswith replacement
will conformto Binomial distribution.

Probability Function of Binomial Distribution

If X denotesthe number of successesin n trials satisfying the above conditions, then
X isarandom variablewhich cantakethevauesO, 1, 2, ..., n; sSincein ntrialswe may get
no success (all failures), one success, two successes, ... or all the n successes.

The general expression for the probability of r successesin n independent trialsis
given by

p(=P(X=r)=n..p'.q9"";r=012..,n .. (59

Remarks: 1. Puttingr =0, 1, 2, ..., nin (59)

We get the probabilitiesof 0, 1, 2, ..., n successes respectively given by

qn, nclqn—lp’ nczqn—zpz’ - pn

Sincethese probabilities arethe successivetermsin the binomia expansion (g + p)", it
iscalled The Binomial Distribution.

2. Theexpression for P(X =r) in (59) isknown asthe probability massfunction of the
Binomial distribution with parameters n and p. The random variable X following the
probability Law (59) iscalled aBinomial variate with parametersn and p and wewrite X
~B(n, p)

The Binomia distribution iscompletely determined i.e., all the probabilities can be
obtained if nand p are known. Obvioudly qisknown when pisgiven becauseq=1-p.

3. Sincetherandom variable X takesonly integral values, Binomial distributionisa
discrete probability distribution.

Constantsof Binomial Distribution

Mean = np .. (60)

Variance = 62 = npgq — p, = npq ... (61)

M3 =nNpa(a—p) .. (62)
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1, =npg[1+ 3pg(n—2)] .. (63)
The moment co-efficient of skewnessis:

(@-p)? q-p
Bi="—"—""—or, 1, =+/B =—F— .. (64
1 npq 1 1 \/n_pq ( )
Co-efficient of kurtosisisgiven by :
1-6pq _ _1-6pq
=3+———  orvy,=B,-3= ... (68
B, =3+ oy T2 =B, — (68)

Remarks: 1. Since g isthe probability (of failure), weawayshave0<q<1

.. Variance = np.q < np — Variance < mean

Hence, for Binomial distribution, varianceislessthan mean.

2. Binomid distribution is symmetrical y, =0if p=q=0.5.
Itispositively skewed if p < 0.5 and negatively skewed if p> 0.5

M odeof Binomial Distribution

Modeisthevalue of X which maximisesthe probability function :
Workingruleto Find Mode of Binomial Distribution
Let X beaBinomia Variate with Parameters n and p.

Casel : When(n+ 1)pisaninteger = k(say). Inthiscase, thedistributionisbi-moda,
the two modal valuesbeing X =kand X =k -1

Casell : When (n + 1)pisnot an integer.
Let(n+1)p=k, +f

Where, k, istheintegral part and f isthe fractiona part of (n + 1)p. In this case, the
distribution has a unique mode at X = k,, theintegral part of (n + 1)p.

Fitting of Binomial Distribution

Suppose arandom experiment consists of ntrials, satisfying the conditions of Binomial
Distribution and suppose this experiment is repeated N times. Then, the frequency of r

successes is given by the formula:

f(N=Nxp(r)=Nx"C pg"';r=0,1,2,...,n ... (69)

Puttingr=0, 1, 2, ..., nweget the expected or theoretical frequenciesof the Binomial
distribution asgiven below :

Ng", N."C,gq™1p, N."C,g"2p?, ..., Np" ... (70)
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If pisnot known and if we want to fit a Binomial distribution to a given frequency
distribution, wefirst find the mean of the given frequency distribution by the formula

o >fx

X= —Zf and equateit to np, whichisthe mean of the Binomial probability distribution.

Hence p can be estimated by therelation :

np:Y—>p=% .. (72)

Then g =1 — p. With these values of p and g, the expected or theoretical Binomial
frequenceies can be obtained by using the expression (70)

6.6.2 Poisson Distribution (AsaLimiting case of Binomial Distribution)
Poisson distribution was derived by the French mathematician Simon D. Poisson as a
limiting case of Binomial probability distribution under the following conditions :

() n, the number of trialsisindefinitely largei.e,, n— oc

(i) p, the constant probability of successfor each trial isindefinitely smal i.e, p—0

(iif) np = m (say) isfinite.

Under the above three conditions the Binomial probability function (59) tendsto be
the probability function of the poisson distribution given below :

—m r

p(N=PX =)= r|m r=0,1,2, .. (72

Where X is the number of successes (occurrences of the event), m = np and e =
2.71828

The proof is given below : Iim(ﬂj p'q"”
r

_ Iimn(n—l)(n—r2!)...(n—r+1) o' (1—p)™"
) oy
o n n)” n (. np)
= lim " (np) ( _F]
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e™™ Since, I|m{1(1——)(1——]...(1——]}:1, Iim(l—m] =e ™ and
rl n—oc n n n n—»o0 n

]
. m
lim (1—;] =1 for agivenr.

Nn—oc

The essence of thisresult isthat when nissufficiently large and p isquite small, but

n _
np(= m) has a moderate value, the binomial probabilities( r]prqn " can be well

e™m'

rl!

approximated by the corresponding poisson probabilities

Remarks: 1. Poisson distributionisadiscrete probability distribution, sincethevariable
X can takeonly integral valuesO, 1, 2, ..., «

2. If weknow m, al the probabilities of the poisson distribution can be obtained. m
is, therefore called the parameter of the poisson distribution and X ~ P(m)

Importance of Poisson Distribution

We have given certain practical situations where poisson distribution can be used :
(i) Number of telephone calls received at atel ephone switch board per minute

(ii) The number of defective materials say, bulbs in a packing manufactured by a
producing firm.

(iif) The number of deaths due to say heart attack in ayear.
(iv) Number of accidents taking place per day on abusy road.
(v) Number of printing mistakes per page in a book
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Constantsof Poisson Distribution

For the Poisson Distribution with parameter m, we have
Mean =Variance=m .. (73)
i.e., mean and variance are equal, each being equal to m.
Other constants: The moments, (about mean) of the poisson distribution are:
u, =0, uZ:variance: m, g =M, p, = m+ 3m?

Py = M3 m Yl_\/[-)Tl \/— .. (74)

wy me
2
My 3M°+m 1
Bz—u—g—T—:’ﬁE .. (75)
=P ~3-1 76
Y2 =P2 m .. (76)

M ode of Poisson Distribution
Case (i) When m isan ingeter : If misan integer, equa to k(say), then the poisson
distribution is bimodal, the two modes being at the points X =k and X =k — 1.

Case (ii)) When m isnot an integer : If misnot an integer, then the distribution is
unimodal. The unique modal value will be the integral part of m. For example, if m =
9.4, then mode = 9, the integral part of 9.4.

Fitting of Poisson Distribution

If we want to fit a poisson distribution to a given frequencey distribution, we compute
themean X of the given distribution and takeit equal to the mean of thefitted (poisson)
distribution, i.e.., wetakem = X.

Once misknow, the various probabilities of the poisson distribuion can be obtained,
the general formulabeing.

—mxmr

mo:mx:o:f—ﬁ—ﬂrquzu. (77

If N isthe total observed frequency, then the expected or theoretical frequencies of
the poisson distribution are given by N x p(r)
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6.6.3 Normal Distribution

Normal distriution is one of the most important continuous theoretical probability
digtribution in statistics. It wasfirst discovered by English Mathematician De-Moivrein
1733 while dealing with problem arising in the game of chance and later devel oped by
Karl Friedrich Gausswho used thisdistribution to describe the errorsof measurementsin
the calculation of orbits of heavenly bodies.

Equation of Normal Probability Curve

If X isacontinuous random variablefollowing normal probability distribution with mean
u and standard deviation o, then its probability density function (p.d.f) is given by :

1 _l(mjz
p(X):\/z——Hez ° ,—c < X< (78)
(o)
‘(X‘*;)Z
or p(X):\/Z——He 207 <Xx<o ... (783)
(o)

Where, T and earethe constantsgiven by :

22
I1= - V2IT =2.5066 and e = 2.71828

Remarks:

1. The mean p and standard deviation ¢ are caled the parameters of the Normal
distribution so, the normal distribution isdefined symbollically us X ~ N(u, 62)

2. If X isarandom variablefollowing normal distribution with mean u and standard
deviation o, then the random variable Z defined asfollows::

_X-E(X) _X-p
(¢}

Z

. (79)

X (@

is called the standard normal variate for which

E(Z)=0andvar (Z)=1—>0c,=1...(80)

i.e., the standard normal variate Z has mean 0 and standard deviation 1.
Hence, the probability density function of Z is

22

f(2) = e 2, —w<Z<w ... (82)

NP

Thiswe have derived by puttingx =Z,u=0and o =1in (78).
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6.6.4 Relationship between Binomial and Normal Distributions:

Normal distribution can be viewed asalimiting case of Binomial Distribution under the
following conditions:

(&) n, the number of trialsisindefinitely largethat is, n— oc
(b) Neither p nor qisvery small.

X—np

VALY

wherex isaBinomial variate and np, \/npg are mean and standard Deviation of the

Consider thevariate Z = ... (82)

Binomial Distibution. Whenx =0,z = —2 - |1P
Joog Vg

which tendsto — Joc asn — oc.

n-np_nd-p)_nq

henx=n,Z= = =
e VvOpgq  4Npgq  4/Npqg

/n
= ?q which tendsto o«c asn — o

Asx changesfrom x to x + 1, the changein variate

Z_x+1—np_x—np_ 1
Jooa  Jnpg  /npg

1
Thischangetendsto zeroasn— « i.e,, —m isinfinitesmally small.

Letit bedenoted by dx. ThusZ variesfrom—ox to +oc and thechangeisinfinitesmally
small and hencex may beregarded asacontinuousvariate. The probability of x successes
inaBinomial Distribution isgiven by

P(X) = "c,qp"

Now, the limiting value of p(x) as n — « is the probability dp when x liesin the

. dx dx
interval x—7, x+7

do= lImMP(x) = lim"C,q"*P*
p n—oc n—oo X
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n!
_ || —qn—x
n—x (N—X)!x!

X

p

Using gtirling’ sapproximation formula

,— n+f
net
i Jerie".n 2.g".p*
- dp=lim
p nN—oc

1 1
arie* X 22 e (n-x)" 2

n+l n—X X
= lim n_*q"’p T
N—oc X+= n—-X+=
V2ITx 2(n-x) 2
Multiplying the numerator and denominator by \/npq weget,

n 1 1
Nl —x+E X+=

nq °p 2
1
\/an/npq.xxj(n—x) R

dp— lim

N—oc

1
nn+l XS (n 2
lim 1 y (nq) 9 (np)

1
N—x +f 2n1/np X n- x+E n—x+% nX+E

2(n X) 2 n

) )
n—mﬂ np n—X

1 1 1
lim—

N—o0 27'c

X nexrs
where,k:[i] ZI(n—x] ?
np nq
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X—np

From (82) Z =
\vnpq
or, X = Np+z,/npq

or, i:1+z. 9

np np

Again, n—x=n-np—2z,/npg=nNng—2z./npq
n—x /
o, ——=1-2 £
nq nq
x+E n—x+1
2 2
k= (1+z i] .(1—2 ﬁ]
np nq
np+z npq+E ng-z npq+E
2 2
= (1+z /i] .[1—2 /£]
np nq

[+ Xx=np+2zynpg and (N—X) =nq—z,/npq]
Now taking log of both sides, we get,

1 q ( 1) p
= | np+2zn Zlog| 1+z |— ng-z./npgq+—= |log| 1-z |—
log k (IO+\/IOQ+2j 9(+\/;]+ d-2z4/npq 5 g nq
But z\/E and z\/E both arelessthan 1, sncen — «
np nq
(n = Aj 2|94 Z g,
- logk=|"q Pq > w Z

B n,[p 22 p
+(nq z‘/npq+2]{ z g 2'nq+"}
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Collecting thetermsin desending order of n

Zq

+—.

z/npq + —Z—2q+22q i z z
| 2 3 Jp 2 Jnp 2 /mp

3/2 3 3/2

[ 2 3
Z o) [ 2P 2Pz p
-zyn - - — = |+..
_,__ z pq+( 2p+zp]+[ 3 +2 nq+2 . ]+ }
22 12?2 p2) 2( [q \F
—(Q+p)+—=| — = |+=| === |+
2 ﬁ{s[ % w2l Ve

Z,1/[Z2p-q), z[a-p . 1
2 Yn|{ 3" Jpg ) 2(pg +termsconta|n|ngh|gherpowersof\/ﬁ.

2 22 72

Taking limitsn — o lim Iogk:% o k—e? or,%:e 2

Nn—o0

2]

s dp= %.ezdz
T
X—=Np X-—u
If npp=p; \/npg =cthenz= =—
p=n pPg=oc \/ﬁ o
dx
dz=—
(e}
~(x—)?
1 2
dp = e 20° dx
P o 21

72

) ) X—u 1 . .
Puttingnu=0,0=1inz= ——,weget, dp = —.e 2dz of variate z which has
g u o g p \/%

mean ‘0’ and standard deviation ‘1’ and henceit is called the sandard norma distribution.
Thevariate zisknown asthe standard normal variate.
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~(x-)?
dp= 12 e 20° dx with mean u and standard deviation o is called the general
(o) T

(-
e 20°  jsknownasNormal Probabil ity curve.

normal distributionand y =
ov2n

Relation between Poisson and Normal Distribution
If X isarandom variable following poisson distribution with parameter m, then the

X-E(X) X-m
= Jm tendsto be astandard normal variateif

standard poisson variate Z =

Ox

m — oc. Thus Normal distribution may also be regarded as alimiting case of poisson
distribution asthe parameter m — oc.

6.6.5 M omentsof Normal Digtribution
(& Odd order moments about mean are given by

oC

Mang = | (X=w)?™Hf (x)dx

—oc

o ~(x-w)°
= [ (x=p)*™* .%.e 26* dx
S 2nc
X —_
Putting T“ =Z

or, X — =0z
s dx=odz

[ (c)™1e? odz

1
Wony = —(_275 o

G2 2

= [ z*"*e 2 .dz=0, Sincetheintegrand isan odd function
T

—oc

Sl 1=0,(n=0,1, 2 ...)i.e.,u1=u3=u5=...20
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(b) Even order moments about mean are given by Han = [ (X —p)*"f (x)dx

—oC

(-
e 2% dx

1

_OC _)2n
—_L(X W) I

X_
Now, putting T“:Z or, X —u =6z

. dx = odz

1 % —
So, Han :EL (62)*".e 2 .dz(o)

o2 -2
_ 2n g, 2
2n °,

Theintegral 22" e 2 bei ng even function, we may write

-7? -7?

jzz"e2 dz_ZJZZ”e2 dz

—oC

2

2n oc -Z
7e 2 dz
Hon = \/—nJ.
2 \/E 1
Now, we put ZE:tor, z=+/2./t or,dz= RN
2(0)2n L ot 1 dt
2t —
Mz \/— J( ) \/E\/E
2n(0)2n Tt 2 _ 2n(0)2n F(n+l)
Jn 2
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2n—1(0)2n—2 1
Putting (n—1) in place of n we get, HMon_2 :—F(n——]

Jr 2

zozr(n+1j ZGZ(n—ljf(n—lj
. _Mon _ 2) _ 2 2
Hon-2 F(n—lj r(n_lj
2 2
SRy = o?(2n=1)p,

Hy = GZ(DMO =16?=0° (" Ko=)
Hy = GZ(S)MZ = 30"

il
4
By 307 _
e
H O

ylz\/B_=0 andy,=p,-3=0.
SincetheNorma distribution issymmetrical, the moment co-efficient of skewnessis
given by
B;=0=v,=0
i.e., thenormal curveisnot skewed at all. The co-efficient of Kurtosisisgiven by
B,=3=7v,=0
i.e., the Normal curveismeso-kurtic

6.6.6 M ode of Normal Distribution

(x-w)?
The mode of Normal distribution isthevaueof x for which f (X) = e 2 js
J2ro
1 ~(x-)
maximum. Taking log of both sidesweget log f(x) = log +loge 27°
J2ro
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1 (x-p)?
o\ 27 267

= log

. . 1 ' Z(X_H)
Differentiatingweget ——f'(X)= 0—
IWeOR 1y )= 0" o

[Since iIogi—o becauselo L isconstant.]
RN Jovzn |

2(

or, f'(x) = %;“)-f (x) (83

f'X)=0 atx=p
Differentiating (83) again we get,

X—u,, 1
Fr(x) = —[ Gz“f (x)+?f(x)}
Putting X = pu we get,
2
1 —(x-1)
fr(n) = —— (%) :—iz. 1 o2 =negativeat X = n
o c° ov2n

soa X =, f(X) ismaximum.
Hence the mode of Normal distributionisyp.

6.6.7 Median of Normal Distribution

M
1
Median M of the Normal distribution isthevalueof x such that | f(x)dx = >

—oC

(v _11)2

O =
or, [ ——e 2 dx==
s 2

1w et w oo
or, e 200 dx+———|e 2°° dx==
) o] : )
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p —Ow?

1 2
e 2°° dx
o\ 21 _‘[0

Consider theintegral | =

X_
Putting T“ =Z weget, dx = odz

I= je odz

Letusput z=—tor, dz=—dt

—t -

j e? o(-Ddt =

M (%= H)
Putting thisvalue of | in equation (84) we get, 1 f e 2° dx

ov2r =,

Mo —Ow?

1 2 1
+ e 2 dx==
0\/%;[ 2

=(x-pu)* u)
1 M 1
=+ e 2° dx==
or, 5+ = fj >

M —(x=w)° H)

fe 26 dx =0

ﬂ
HenceM = pu (i.e., Median = Mean = Mode)
6.6.8 Points of Inflexion of Normal Curve

At the point of inflexion of a curve we know, the conditions are f'(x) = 0 and
f"(x) =0
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~(x-p)?

The probability density function of aNormal curveis f (x) = e 2°

o\ 27

2
Taking log of both sideswe get, log f(x) =log 1 _(x-m

oV 2n 262
: . . f'O) _—2x-p)  (X-w
Differentiating both sideswe get, f(x) o2 2
— X —
LX) = (02 b £ (x) ...(85)
Differentiating the above equation we get,

(x-

F7(x) = _[—2“) F100 +£(X) x iz}
(e) (e)

_ {(XG—ZH) .{_ (XG—ZM) f (x)} +1(x) Xo_lz} [Using equation (85)]

(&) (&)

f 2
__ (é){l—(x ) }

2
- 1700 will be=0when 1- X1 =g
(e)

o, x—p)=c?orx=p+*oc
Hencethe points of inflexion areat x = (u £ ©)
6.6.9 Properties of Normal Distribution
The normal probability curve with mean pu and standard deviation o is given by :

~(x-n)?
2
e 20" o <x<ax

1
p(X) = \/%G

The standard normal probability curveis given by the equation :
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1 =
e? ,—c<Z<ax
\N2n
It hasthefollowing properties:

1. Thegraph p(x) isthefamous bell shaped curve as shown below. The peak point lies
directly abovethe mean .

o(2) =

Normal Probability Curve

p(x)

—oC X=u +oc

2. Thecurveissymmetrica about thelineX =p, (Z=0), i.e., it hasthesame shapeon
either sideof theline X = (or Z=0)

3. Sincethedigtributionissymmetrical, mean, median and mode coincide. Thus,
Mean = Mode = Mode = pu
4. SinceMean=Median =, theordinateat X =, (Z = 0) dividesthewhole areainto

two equd parts. Further, sincetotal areaunder norma probability curveisl, theareatothe
right aswell astotheleft of theordinateat X = (or Z=0)is0.5.

5. Also by virtue of symmetry, the quartiles are equilistant from median (u) i.e.,
Q; —Median =Median—-Q, or Q, + Q; =2 Median=2u

6. Sincethedigtribution is symmetrical, the moment co-efficient of skewnessisgiven
by

B, =0ory, = 0whichindicates no skewness.

7. The co-efficient of Karlosisis given by

B, =3 ory, =0which indicates Mesokurtic Kurtosis.

8. Theoretically the range of the distribution isfrom —«c to +oo. But Practically, the
rangeispu + 6o

9. Asxincreasesnumerically i.e., on either sideof X =y, thevalue of p(x) decreases
rapidly, the maximum probability occurrence falls at x = u and is given by

[P0 =ﬁ
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10. Sincethedistribution issymmetrical, all momentsof odd order about themean are
zero.

SoMony =0, (n=0,1,2, L) ie, py=py=ps=...=0

11. Themomentsabout mean of even order aregiven by ., = (2n—1)6?"; (n=1,2, 3,

)

Putting n= 1 and 2we get u, = o?and p,, = 3 o*

12. x-axisisan asymptotetothe curve.

13. If x, and x,, areindependent normal variates with means i, and ., and standard
deviations 5, and o, respectively. Then,

(i) X, + X, isanormal variate with mean p, + p, and variance o? + 2

(ii) X, — X, isanormal variate with mean p, — p, and variance o2 — o>

Therefore the sum as well as difference of independent normal variates is also a
normal variate.

15. Mean Deviation about mean or median or mode (- Mean = Median = Mode) is
given by

2 4
Mean Deviation = \/:.G =0.7979c ~ gc
T

16. Quartiles are: Q, = u —0.6745c and Q; = n + 0.6745c
17. Quartile Deviation isgiven by

QD. = % = 0.6745c z%c

18. Areaunder the normal curve

Mean + ¢ = 68.26%

Mean + 26 = 95.45%

Mean + 3o = 99.73%

6.6.10 Fitting a Normal Distribution to an Observed Distribution

To examineif anormal distribution will fit an observed distribution, we haveto find the
expected frequencies for different class-intervals and then compare the two series of
frequencies.

The expected frequency for the class interval A to B, where B > A, is
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where, N isthetotal observed frequency.

When thevalues of p and o arenot specified, wefirst estimate these by the method of
moments. Equating 1 and o withthemean X and standerd deviation s, respectively of the
observed digtribution, we get estimatesof p and o asfollows:

i=Xand G=s

Todraw thefitted curve over thehistogram of the observed distribution, we compute the
ordinates.

~(x-p)?
e 262

1

o 2r

N x

asthe class-boundariesof the observed distribution.

6.6.11 Importance of Normal Distribution

1. If X isanorma variatewith mean p and variance 62, then

P(u—3c<x<pu+3c)=P(-3<Z<3)=0.9973

Thus indl probability we should expect asandard normal variateto liebetweenthelimits
+ 3. Thisproperty of thenormal distribution formsthebassof thelarge sampletheory.

2. Mogt of the discrete probability distribution (e.g., Binomial, Poisson) tend to normal
distribution asn — oc (n = no of trias).

3. The entire theory of small sample tests viz., t, F, y? tests etc is based on the
assumption that the parent population from which samples have been drawn follows
Normal Distribution.

4. Most important application of Normal distribution liesin thecentral limit theorem
which states that “If X, X,, ... X isarandom sample of size n from any population

with mean p and variance 2, then the sample mean X :1(x1+x2 +ot X)) :& is
n n

2
asymptotically normal (asn — oc) with mean p and variance %

5. Normal distributionisused in Statistical Quality Control inindustry for the setting
of control limits.
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6.6.12 Some Wor ked out examples on Probability Distribution

Example 14 : A manufacturing process turns out articles that are on the average 10%
defective. Computethe probability of 0, 1, 2 and 3 defective articlesthat might occur in
asampleof 3 articles.

Ans. P=Probability of adefectivearticle=10% =0.10

q=1-P=1-0.10=0.9

The probability of x defectivesin a sample of 3 articles is given by the Binomial
Probability law by :

P(x) =3C, P*. g®* =3C,(0.1)*.(0.9)**

where, x=0, 1, 2, 3 . (i)

Putting x =0, 1, 2, 3in (i) we get the probability of O, 1, 2, 3 defective articles
respectively :

P(0) = (0.9)3=0.729

P(1) =3C, (0.1)(0.9)2=3x 0.1 x 0.81=0.243

P(2) =3C, (0.1)%(0.9) =3 x 0.01 x 0.9 = 0.027

P(3) = (0.1)3=0.001
Example 15 : With the usua notations, find ¢ for a binomial random variable X
ifn=6andif 9p(x =4) =p(x=2)

Ans. For the binomia random variablex with parametersn= 6 and p, the probability
mass function is, p(r) = p(x =r) =%Cp'q®*";r=0,1, 2, ...,6... (a)

Weare given: 9.p(x =4) =p(x = 2)

or, 9 x 8C, p*g? = 6C,p?q* [from (8)]

or,9p?=q? [ °C,=°C,,=°C,andp= (]

or, 9p? =(1-p)?=1+p°-2p

or,8p?+2p-1=0

_ 2+4+4x8 2436 246 -8 4 1 1

2x8 16 16 16 M1- 2973

1
Sincethevalue of probability can’t be negative, p= — > isregjected. Hencethevalue

1
Ofp=z.

1
Example 16 : In acertain factory turning out blades, thereis a small chance 500 for
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any one blade to be defective. The blades are supplied, in packets of 10. Use poisson
distribution to cal cul ate the approximate number of packets contai ning no defective, one
defective, two defective, three defective bladesrespectively in aconsgnment of 10,000
packets. [Given that €92=0.9802]

Ans. Given N = 10,000; n= 10

1
p(Probability of adefectiveblade) = 500

1 1
= = 1OX—=—:
m = np 500 50 0.02

Let the random variable x denote the member of defective blades in a pack of 10.
Then by Prisson probability rule, the probability of r defectivebladesin apacketisgiven
by

e %%(0.02)"  0.9802x (0.02)
r! r!

p(x=r)=

Henceisaconsgnment of 10,000 packetsthefrequency (number) of packetscontaining
r defectivebladesis:

10,000x 0.9802x (0.02)"
r!

NXP(X =r) = .. (&

Puttingr =0, 1, 2and 3in equation (a) we get : No. of packets containing no defective
blade = 10,000 x 0.9802 = 9802

10,000x 0.9802x (0.02)*
1

No. of packets containing 1 defective bladeis:

=9802 x 0.02 = 196
No. of packets containing 2 defective bladesis:

10,000 0.9802x (0.02)> _ 196.04x 0.02
2!

No. of packets containing 3 defective bladesis:

=1.9604 ~ 2

10,000 0.9802x (0.02)° _ 1.9604x 0.02
3! - 3
.. No. of packets: 9802, 196, 2, 0

=0.0130 ~0
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Example 17 : If 2% of electric bulbs manufactured by a certain company are defective,
find the probability that in a sample of 200 bulbs (i) less than 2 bulbs (ii) more than 3
bulbs are defective. (Given : €*=0.0183)

Ans. Given that n = 200

p = probability of adefective bulb =2% = 0.02

m = mean number of defective bulbsin the box = np =200 x 0.02 = 4.

Using Poisson approximation to the Binomid distribution, the probability of x defective

bulbsinthebox isgivenis:

_e™m* _ et4
Px=x)=p(x) = — o

()

(1) Required probability isgiven by

p(x<2)=p(0) +p(l) =440 +e?4l=e(1+4)=€5
=0.0183 x 5=0.0915 (using equation (i)

(i1) Required probahility isgiven by

p(x>3)=1-p(x<3) =1-{p(0) +p(1) +p(2) + p(3)}

=1 _e—4(1+ 4+8+3—32j [using (i)

=1-0.0183 x 23.6667
=1-0.4331=0.5669

Example 18 : At acertain examination 10% of the studentswho appeared for the paper in
datigticsgot lessthan 30 marksand 97% of the studentsgot lessthan 62 marks. Assuming the
distribution to benormd, find the mean and the standard deviation of the distribution.

Ans. Let x denotes the marksin statistics and let x ~ N(u, 2). Then from the given
information we may write

P(X < 30) = 0.10 and P(X < 62) = 0.97

whenxzso,zzT“z—zl(say) ()
NB : z, isnegative asit fallsto the left of u wherez =0
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62— .
Whenx=62,z=T:zz(say) .. (i)

z, ispositive asit fallsto theright of x = u where z = 0. From the diagram it can be
seen that

p(0<z<z)=047

From the Normal Table, z, = 1.88

Again, p(-z,<z<0)=0.40

By symmetry, p(0<z<z,)=0.40

where, from the Normal Tableswe get z, = 1.28. Substituting thevalues of z, and z,
in (i) and (ii) we get,

30-p=-1.28c ..(iii)

62-u=188 ..(iv)

Substracting (iii) and from (iv) we get,

32
32=3.16c0r, 6= E =10.13

Substituting thisin (iii) we get,

u=30+128x10.13=30+ 12.97 =42.97 ~43

.. Mean=43 and S.D = 10.13
Example19: Thefollowing rulesarefollowed in acertain examination. A candidateis
awarded afirst division if his aggregate marks are 60% or above, a second division if
his aggregate marks are 45% or above but less than 60% and a third division if the
aggregate marks are 30% or above but |less than 45%.

A candidate is declared failed if his aggregate marks are below 30%. A candidateis
awarded distinction if his aggregate marks are 80% or above.

At such an exam if is found that 10% of the candidates have failed. 5% of them
obtained distinction cal culate the percentage of students who are placed in the second
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division. (Assume Normal distribution of marks).
Given, the areas under the standard normal curvefromz=0toZ =z are

Z 1.28 1.64 041 047
area 0.4000 0.4500 0.1591 0.1808

Ans. Let therandom variable X denote the aggregate marks (out of 100) obtained in
the exam. Then a candidate fails if X < 30 and getsa distinction if x > 80 and we are
given that

P(x<30)=010]
p(x > 80) = 0.05} (0

when x = 30

2=—"=-7, ()
c

when X = 60,

.. (i)
2-FH 2, (s)
(¢)

X=p
z=-1, z=0 z=1,
From, the diagram we have,
p(z<-z,)=0.10 p(z>z,) =0.05
or, p(z>z,) =0.10 (By symmetry) p(0<z<z)=05-0.05=0.45
or,p(0<z<2)=05-01=04 =2z,=1.64
=2z,=128
Now substituting these values of z, and z, in (ii) we get,
30=p—-128cand 80 =p + 1.64c .. (i)
Solving (iii) for p and o we get
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u=519~52 andc =17.12

The percentage of studentswho are placed isthe second divisionisgiven by :
100 x p(45 < x < 60) = 100 x p(—0.41 <2< 0.47)

=100 x [p(-0.41<z<0) +p(0<z<0.47)]

=100 x [p(0<z<0.41) +p(0<z<0.47)]

=100[0.1591 + 0.1808) = 100 x 0.3399=33.99=~34

6.7 Moment Generating Function (M GF)
The moment generating function (MGF) of a random variable x is defined as the
mathematical expectation of the exponential function, €<, for any real valueof t.

If x is adiscrete random variable with probability distribution given by P(x = x;) =
p(x);i=1,2...nthen,

M, (1) = Ee* = z &'p,(x)

Ontheother hand, if x isacontinuous, random variablewith probability distribution
given by f(x)dx, a<x < b then,
b
M, (t) = Ee* = [e*f (x)dx
a

TheMGF exigsisfinite, if and only if theintegral or the serieson theright isconvergent.

6.7.1 MGF of Binomial Distribution
For binomial distribution with parametersn and p, the MGF is

M, (0 =EE") = ep0 = 3 ¢ (ijq

The moments about zero are obtained as

d" o,
|:W M X (t) j|t:0 =H (O)
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u=mean = p;(0) = [% M, (t)} IaluCh pe)™.pel

=n(@+p)"tp=np [ p+q=1]
o d_2 d|d
HZ(O) = {dtz M x(t)lzo :{a {a MX(t)}lzo

_ g t n—l. t }
_[dt{np(qwe) ¢} g

=[np{(n—1)(q + pe)™2pe'. + (q + pe)* e},
=np{(n—-Dp+1} =n(n—1) p?+np
6% =Var(X) = 1, = Wy — 2= n(n - 1)p? + np — nPp?

=-np?+np=np(1-p) =npq
M GF about mean :

Mgl = " p0)
0

- Z e(x—np)t .n Can—x.px
- Zext .e—npt.nCan—x.px
- —nptz nCan—x.px .ext

- —npt Z nCan—x (pet )X
= e™(qg + pe)*
[ge ™ + pel-P]" = [qe P + pe]"

i 2,2 2,2 :
p°t qtt
= q(l— pt+7+...]+p[1+ qt+7+...ﬂ

_ 2 5 ]
= (q+p)+qp(p+q)§+ pq(q—p)§+..}
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2 e ]
= {1+ qp§+ pa.(q- p)§+..1

2!

t? t* n(n-1| t° t*
= 1+n{pq§+pq(q—p)§+--}+ (—.) P, +PA@—p).- o+

2 3

t t
=1+ npq.5+ npq(q - p)§+...

. t?
u, = Co-efficient of 5o npq

3
= Co-efficient of L =npg(g—p) and soon

4
Thus p, = Co-efficient of % = 3n?p?c? — npg(1 — 6paq)

2 2
15 _ (0P ang (Kurtosis) B, =4 =
Mo npq " e

6.7.2 M GF of Poisson Distribution

(skewness) B, =

M, (1) = zo p(x) = e S

t t
eme _ em(e -1

-eny O
dl’
Moments about zero isgiven by p; (0) = {W M, (t)}
t=0

. W(0) = [ am(e —l)} _ em(etfl)met -m
dt t=0
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+...



5(0) = {d—zz em(et‘l)} = [E(em‘et‘l) ,me
dt 0

t t
= m[e"‘(e D m(e')? +emcD .et}
t=0

m(m+1) .. mean=p,(0) =m
variance = p,—p2=m(m+ 1) —m?=m
MGF about meanis given by

M) = 3% Mp(x)

—M X
_ e .m
- Zet(x m).
X!

tx X Ty X
—m-mt €"-.m —m-mt (me )
D et P P

—gm-mtgnd = em(et -t-1)

t2

t2 3
= —+—+
2! 3!
2 3
o)
M_()=¢
2 .3 2(.2 .3 2
t t mo(t t
:1+m{—+—+...]+—[—+—+...] +
21 3! 2121 3
2 3 4

=1l+rm—+ m—+(m+3m2)t—+...
2! 3! 41

Co-efficientof t=0 .. pn, =0

. t?
Co-efficientof —=m .. u,=m
2! 2
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. t®
Co-efficient of 3 m .. pu;=m

. t!
Co-efficient of 2 m+3m? . p, =m+3m?

6.7.3 M GF of Normal distribution

M, (t)= [ €*¥dp= [ *Fx———¢ 2
2 _‘[0 _‘[C \2n.o

putting 2—H — 7 and dx = odz
(e)

el(u+6z-a)e 2 dz

Ma(t) :ﬁ T

2
t(u-a) o« —Z
e -
= j e%e 2 dz
N2m

et(P-_a) o ;ZZ_HGZ
= j e? dz

_\/%_OC

2
y4 1
But -——+toz= ——(z° - 2toz
ut 5 Tto 2( )

2 2
t°oc

—%(z2 —2toz+t%c?) +

1 2 tZGZ
=——(z-to)" +
> (2 to)
t(u-a) o« _1._ . 2 2 2
e (z—to) t‘oc
. = e 2 + dz
2 M=~ _JOC >
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2 2

alu-ay 10

— o« 1. .2
_ 2 _E(Z_tc)
=—=|e dz
\2n _{C
Again by putting z—tc = u and dz = du we get
2 2
et(“_a) +7t ° oc _“2
-— <2 [e2du
\2n _{C
2 2
eltu-a) 170
2
= ——— % x\2n
\ 271
t’?2

LM ()= 2 2
a(t) >

t202

MGF about origin M (t) = etu 2 [by puttinga=0]

Moment generating function about mean is obtained by putting a= .

tzcz

M,()=e 2

Cumulantsof Normal Distribution
Cumulants of Norma distribution are obtained from

t%6? 2 2
pt+—— t“c
KM,(t) = logM(t) = loge = ut+

Thefirst cumulant k, = Co-¢efficient of tin (i)
=u= Mean

- t? .
The second cumulant k, = Co-efficient of 5 o2 =Variance

Similarly third and fourth cumulantsk, and k, areequal to zero.
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6.8 Summary

Theory of probability ded swith uncertainly in decigion making. Whenever the decision
maker isin the middle of probabilistic dilemma, testing of hypothesis provides a very
strong statistical tool which helpshim arriveat agtatisfactorily close to an accurate solution.
Thishypothesistesting istotally dependent on thetheory of probability.

There arethree approachesto probability (a) class cal approach (b) Impirical approach
and (c) Axiomatic approach.

The outcome of a random experiment is called an event.

Two or more events are said to be mutually exclusiveif the happening of any one of
them excludes the happening of al others.

All outcomes are equally probable which indicates thereis no biasin the dice or a
coin. Events are said to be independent of each other if the happening of any one of
them is not affected by any one of the others.

Permutation means ‘ arrangement’ whereas combination means * selection’.
In the classical probability theory, probability of an event A isdefined as

A) = Favourable member of casesto A
P(A) = Exhaustive number of cases

Set theoretical notationsare helpful in understanding the theory of probability. Union
of two events will denote the occurrence of at least one of the events. Intersection will
denote the occurrence of both the events. Probability of an event cannot exceed 1.

If A and B are dependent events, then the conditional probability of ‘A’, given the
fact that ‘' B’ hasalready been occurred, is defined as

provided n(B) = 0

P(A/B) = —”('s g B)

P(A/B) isthe conditional probability, n(A n B) isthe number of occurrence of both
A and B, n(B) isthe number of occurrence of event B.

If A and B are two independent events, then we have P(A n B) = P(A) x P(B).
Bayes Theorem introduces the rule of the inverse probability.

Under Empirical definition of probability, an event A occursmtimesin N repetitions
of arandom experiment, then

P(A) = Iimm

N—oc N

Under the Axiomatic definition of probability, if A;, A,, ... A is any finite squence
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of eventswhich are essentially digoint events, then

M p(UA.]:z PA):i=1 2 .1

QPOE=1

3 1>=PA)>0

Random variableisdifferent from the ordinary variablein the sensethat the occurrence
of it is associated with a definite probability. If the random variable x assumes only a
finite set of valuesitisknown asdiscrete random variable. Whereasif therandom variable
x assumesinfiniteset of valuesitissaid to be continuous. Number of studentsinacollege
isdiscrete whilethe age or height of the studentsin aclasswill be continuous.

We have discussed the nature of two types of discrete probability distribution viz.,
Binomia distribution and poisson distribution. On the other hand the most important
continuous probability distribution has been studied at length isthe Normal probability
digtribution.

Moment Generating Function isunique and it determinescompletely the distribution
of arandom variable. If two random variableshave the same moment generating function,
they have the same distribution. However the moment generating function will exist if
and only if theintegral or the series on the right hand side is convergent.

6.9 Questions for Self Assessment

1.  (A)Trueor False
(i) Theprobability of an event may exceed unity.

1
(i) Probability of obtaining 3 or 5inthrowing afair dieis 1

(iif) Two mutually exclusive events with positive probabilities must be mutually
independent.
(iv) If xandy areindependent, then E(xy) = E(X). E(y)
—t2

(v) The p.d.f of standard normal variabletis ¢(t) = Le7 , —oc <t<+oo,
\ 271
2. (8 Whatisclassical definition of probability?

(b) Inasinglethrow of two dice, what isthe probability of obtaining atotal of
nine.
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1 1
(¢) Thepossihility that acertain question can be solved by A is§ andby Bis 7

What isthe probability that the question will be solved by any of them.

(d) A diceistossedthrice. A successisgetting 1 or 6 on atoss. Find the mean and
variance of the number of successes.

(e) If aperson gainsor loses an amount equal to the number appearing when a
blanced dieis rolled once, according to whether the number is even or odd,
how much money can he expect per gamein the run?

(f) (i) what isconditiona probability?

(i) Explain Bayes Theorem.

(@) A coinistossed threetimes. Let x denote the number of heads. Compute the
variance of X.

(h) A coinistossed until ahead appears. What isthe expected number of tosses?

3. Provethat poisson distributionisthelimiting form of Binomial distribution.

Describethe propertiesof aNormal curve.

What is Moment Generating Function? Derive the mean, variance, measures of
skewness and kurtosis from the moment generating function of a binomial
distribution.

6.  Findout the pointsof inflexion of aNormal Curve.
Find out the Mode of aNormal Distribution.

8. With the help of the moment generating function find out p,, u,, py and p,, the
notations having their usual meaning.

9.  Thefollowingtable givesfrequenciesof occurrence of avariatex between certain

limits.

Variate x f
Lessthan 40 30
40 or more but lessthan 50 33
50 and more 37

100
Thedisgtributionisnormal. Find mean and S.D.
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10. A normal curvehas X = 20 and ¢ = 10. Find the area between x, = 15 and x,, = 40.
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